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A ~ew approach to a unified field theory combining Einstein's gravitational equations and the Maxwell 
C9.uatlOns is developed ~sing a ge?metry in which GL(4, C) replaces GL(4, R) as the group of the prin­
cIpal bundle. The resultmg equatIons .are the s~m~ as Einstein's in the ca~e of empty space but differ 
from those he p.ropose? .for the combmed .gravlt8:tIonal and electromagnetIc fields. Charge is shown to 
~ppear only at smgulafltles, and a symmetflc solutIon corresponding to the classical Schwarzschild metric 
IS presented. 

1. INTRODUCTION 

SOON after the introduction of general relativity by 
Einstein in 1915, Weyp·2 attempted to develop a 

geometry which would provide not only a theory of 
gravitation but also of electromagnetic phenomena. 
The basis of his idea was to allow the length scale to 
vary from point to point in space; this could be 
described in terms of a differential form CPi dXi and the 
CPt would then be the electromagnetic potentials. 
Although this theory had certain attractive features,3 
it had to be abandoned because of several deficiencies. 
Other attempts at a unified theory followed, notably 
the "already unified" theory of Rainich, Misner, and 
Wheeler, and Einstein's later theories based on a 
nonsymmetric metric tensor. The lack of any experi­
mental results to indicate an effect on gravitation 
caused by electromagnetic events has left the question 
wide open. 

The advent of quantum theory pushed these specu­
lations out of the main stream of physics for several 
reasons. One was the fact that the physical scale of the 

1 H. Wey1, Gravitation und Elektrizitiit (Sitzber. Preuss. Akad. 
Wiss., Berlin, 1918), pp. 465--480. 

• H. Weyl, Space, Time, Matter (Dover Publications, Inc., New 
York, 1950). 

a R. Adler, M. Bwn, and M. Schiffer, Introduction to General 
Relativity (McGraw-Hill Book Company, Inc., New York, 1965). 

phenomena was completely different. For all practical 
purposes gravitation could be ignored in questions of 
quantum theory. Seemingly, the Lorentz-Minkowski 
geometry of special relativity was adequate to describe 
the geometry, at least at a certain level of abstraction. 
Another reason, of course, was again the sparse nature 
of experimental results in general relativity and the 
complete lack of any results connecting gravitation 
and quantum phenomena. 

However, the problem of the geometry of the 
physical world "in the small" may be at the heart of 
even quantum theory. For one thing, it is recognized 
that the uncertainty principle calls into question the 
concept of manifold itself since it raises doubts as to 
the physical meaning of a point in space-time. For 
another, it can be argued that behind the skepticism 
as to the validity of quantum theory, prevalent since 
the inception of the theory, there lurks the rejection 
of a physical theory that is so nongeometric. 

It would seem then that the geometry of the physical 
world is still very much an open question and that 
there is at least the possibility of shedding light not 
only on the relation of gravitation and electromagnet­
ism but even on the foundations of quantum theory. 
This paper does not solve these problems. What has 
been done is to introduce a new geometry which is 
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clearly a variation on Weyl's ideas and which does 
yield an equation relating gravitation to electro­
magnetism which is different from Einstein's. The 
geometry has features reminiscent of the formalism 
of quantum theory, although we have not as yet been 
able to show a direct link. In particular, the geometry 
has the same type of gauge invariance as quantum 
electrodynamics, and it is GL(4,C) rather than 
GL(4, R) that is the Lie group of the fiber bundle over 
the manifold. 

2. GEOMETRY 

W~ ~rst describe the formalism of the geometry in 
heunstIc terms and from this derive an expression 
for the connection coefficients and demonstrate the 
ga~g~ i~var~ance properties. This is followed by a 
bnef mdlcatlOn of how the geometry can be fitted into 
the modern theory of differential geometry via the 
theory of fiber bundles. 

Ins~ead of a change in the metric scale from point 
to pomt of a four-dimensional manifold, as introduced 
by Weyl, we think of length measurement as having 
a ~hase associated with it that varies from point to 
pomt. Assume that there is a nondegenerate tensor 
field gij which plays, in a modified way, the role of the 
metric tensor. The components of a vector ~j are 
allowed to be complex numbers. For the moment we 
do. not spe:ify ~he real or complex nature of gij' 
Usmg the Emstem summation convention, the square 
of the "length" of a vector 12 = g jk~i ~k need no longer 
be a real.number but we can write gik~i~k = 1/12 e2i~, 
where cP IS then the phase associated with the length 
of the vector ~J. To develop an appropriate connection 
assume. that under parallel displacement the length 
III of ~, do~s not change but the phase changes by 
dcp = CPi dx', where CPi is a real vector and dxi repre­
sents a small displacement of position. If 1 = III ei~ 
~hen under the displacement dxi, I changes by dl = 
I III ei~ dcp = i1CPi dx'. Defining ri. by d~i = r i dxi~k 

h d 
k kl ik' 

W ere ~ is the change in the component ~k under 
the displacement dx i , we get 

d(12) = d(g;k~;~~ = 21 dl = 2il2cpm dxm 

= 2ig;k~i~kCPm dxm 

= g;klm~;~k dxm + gikr~m dxm~n~k 
+ gjkr~me~n dxm. (1) 

Here and below giklm = ogik/OXm. 
Equations (1) can be solved as in Ref. 3, p. 49, to 

yield 

r~k = -{j~} + igmi[gm;CPk + gmkCPj - gjkCPm], (2) 

where Uk} is the usual Christoffel symbol of the 

second kind defined as a function of gii by 

Uk} = tgil(gnlk + gk/l; - gjkll)' 

For convenience write 

r i r i + '1"; jk = jk I ik' 
where 

and r; - mi(.I. .I. .I. jk - g gmj'f'k + gmk'f'j - gjk'f'm)' 

(3) 

It should be clearly noted, however, that this will 
be the. decomposition of r}k into real and imaginary 
parts If all gij are real but otherwise need not be. 
Observe also that r}k is invariant under the simulta­
neous gauge transformations 

(4) 

where "p is an arbitrary differentiable function on the 
manifold. Since this type of invariance is of basic 
interest, it is clear that we cannot assume that g;k is 
always real. We can either allow gjk to be complex or 
restrict the solutions of the equations developed below 
by re~uiring that there always be a choice of gauge 
functIOn "p such that gije2i'P is real. Some special 
results are developed using this assumption. At present 
there is no interpretation available for solutions for 
which there is no such gauge function. 

In order to put the above discussion into the frame­
work of purrent mathematics we turn to the theory of 
fiber bundles. The notation and terminology is mainly 
that of Ref. 4, particularly pp. 50ff. and pp. 140ff. The 
entire base manifold, and therefore the bundle, cannot 
be described since the topology in the large is unknown. 
What can be done is to give the bundle, connection, 
and metric in some coordinate neighborhood and 
then take the whole bundle to be some extension. In 
a !ater section a solution in the large is given and 
thiS can be taken as an existence theorem. 

The base manifold is then U, assumed diffeomorphic 
to an open subset of R4; U may also be assumed to 
be a coordinate neighborhood. The Lie group is 
GL(4, C), the nonsingular 4 X 4 matrices with com­
plex entries. Let Xl, X2 , Xa , and X4 be a basis for 
TI1J( U), the tangent space at x E U. The collection of all 
quadruples (ciXp' . " clX;) where (cD E GL(4, C) is 
called the space of complex frames at x. LC(U) is the 
set of all complex frames at all points of U. GL(4, C) 
acts on V(U) on the right in an obvious manner: If 
(x; Yl , ••• , Y4) = U E LC(U) and (cD = c E GL(4, C), 

• S. Kobayashi and K. Nomitu, Foundations of Differential 
Geometry (John Wiley & Sons, Inc., New York, 1963). 
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then ue is (x; e~Yi>"" elY.). Define 1T(U) = x if u 
is a complex frame at x. It is clear that GL(4, C) acts 
freely on LC(U). If Xl, x2, x3, x4, are coordinates in U 
then every complex frame is of the form 

1T-1(X) is then in one-to-one correspondence with 
GL(4, C) and coordinates are introduced in the 
obvious way so that V(U)(U, GL(4, C» becomes a 
principal fiber bundle. 

The complex tangent bundle E = Te( U) can also 
be defined to be the bundle associated with L O( U) with 
standard fiber C4. Then 1T1l(x) is isomorphic with C4 
and in terms of coordinates Xl, x2, X 3, X4, in U, is 
represented as the set of all Cia/OXi , where {e',}, 
i = 1,' . ',4, are complex numbers. These are the 
"complex vectors" referred to above. If u E LC(U) then 
u can be considered in the usual way as an isomor­
phism of C4 on 1T1l(x) if x = 1T(U). In our case if 
u = (x; elXi"", elX;) and ~ = W •.. " ~4) E C4 
then u~ = ~jC:Xi' 

A connection form wcan now be described in 
LO(U). If E} is the matrix with 1 in the (i,j) position 
and zero elsewhere then {E;h.i=l • .... 4 form a basis for 
gl(4, C), the Lie algebra of GL(4, C). If we set 
(O=(O~E!and 

w; = Yt(dX~ - rrmX: dxm
) 

we have a connection form in V(U). Here r~m is given 
by (2), (x', X~) are the coordinates in L"(U), and Y~ 
is the matrix inverse to X~. The complete discussion 
for the real case is found in Ref. 4, pp. 140ff.; only 
formal changes are necessary in the complex case. Our 
choice of rtm differs from that in Ref. 4 by a negative 
sign, corresponding (in the case <Pi. == 0) to the notation 
in Ref. 3. 

3. CURVATURE TENSOR AND FIELD 
EQUATIONS 

Having obtained the qk' the curvature tensor R}kl 
could be computed according to the formula 

R~kl = -nkll + nllk + r:"zrft - r:"krrz· (5) 

Writing R~kl = R;kl + iR:kl , and putting in (3) one 
obtains 

Since RIJ = R~H = Rjl + iRiI is desired, contraction 
gives 

(6) 

(7) 

where RH is the contracted curvature tensor obtained 
by using only the classical metric connection corre-

sponding to r;k = -{ ~}. That is, Ril = Rjl in the 
special case <Pi == O. } 

A simple computation shows that 

Rn = Rn - 2g;Z<pi<p. + 2<p;<P1' (8) 

The computation of R;z is longer so an outline 
of the results is given for the convenience of the reader. 

r~ilZ = 4<piJl> 

r~lli = <Pili + <Pill - (gil<P'),;, 

(9a) 

(9b) 

r:,.J'iy; = - gzmlitPm + gillmtPm - tgkmgkmlltPi' (9c) -r:"zry; = -g1mll<pm + gillm<p m - igkmgkmlitPl> (9d) 

r:,.Jiy; = -!(<p!gkmgkmli 

+ tPJgkmgkml1 - giltPigkmgkmli)' (ge) 

r:"iry; = -2<pmgim!1 - 2<pmglmlJ + 2<pmgillm' (9f) 

Putting these in (7) yields 

R,z = -3<P111 + <PIli - (giltPm)lm + ¢>mglmli 

+ <prrtg i ... 11 - !<pig Hgkmg"mli • (10) 

This can be further simplified. Note that we have 

two connections .r}re and r~k = -Uk}' Let III desig­

nate the covariant derivative based on r}k and II 
designate that based on r;k' With this notation 

Rj! = 4>1111 - 3<P11i1 - gll<P~k' (11) 

Observe that since r}k = r~i' 

tPlli - <Pm = tPllIl - <Pill 1 = <P/1il1 - tPilill' 

From (8) and (11) it follows that 

RiZ = Rn + iRJI = [Rj! - 2giZ<Pi <Pi + 2<PI<PIJ 

+ i[<PIIIJ - 3<P1111 - gU<pni]' (12) 

Since qk is invariant under the gauge transforma­

tion (4), so is R~kl and R;z. Of course, Rn and Ril are 
not separately invariant. 

Once (12) is obtained it is tempting to take (by 
analogy with the classical case) Rj! = 0 for the field 
equations. However, it is easily seen that in this case 
R iZ is not a symmetric tensor so that Rn = 0 would 
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imply that both the symmetric and antisymmetric 
parts are zero. The antisymmetric part is 

t(Rn - RlS) = 2i{CPllis - CPilll}' 

On the other hand, we wish to take CPi as the vector 
potential of the electromagnetic field, in which case 
the electromagnetic 4-tensor is FiS = CPilii - CPslli 
except for a constant multiplier. Therefore, demanding 
that the antisymmetric part of Rn vanish would also 
require having zero electromagnetic field. This problem 
can be avoided if we observe that CPlliS - CPslll = 
CPllJ - CPJl! is gauge invariant so that 

RSl = 2i{CPllis - CPilll} (13) 

is a set of gauge invariant field equations. This is 
equivalent to requiring that only the symmetric part 
of Rn be zero. Another gauge invariant quantity 
which could possibly be added to the right side of 
(13) is Agj!R, where A is a constant and R = giiRH • 

'Exactly as in the classical case, however, the classes 
of solutions of (13) and 

Rj! = 2i{CPllI; - CP;lIl} + AgilR (14) 

are exactly the same except if A = 1, in which case the 
class of solutions of (14) contains those of (13) as a 
subset. 

R can be computed from (12). Since CPlliS is the 
covariant derivative of cpz with respect to the metric 
connection r}k it follows as usual that CPilllgSk = CP~1 
since g~~ = O. Therefore 

(15) 

the last equation being a consequence of (13). From 
(13), (14). and (15), with A = 1 in (14), it follows that 

Rj! - !gszR + g;ZcpiCPi + 2cp;CPl 

- i(CP;lIl + CPllI; - 2gilCP)~k = O. (16) 

Suppose for the moment there is a real gauge, i.e., 
a gauge in which all gij are real. Then (15) implies 
R = 6cpkCPk and CP~k = O. ,Equation (16) then becomes 
the pair of equations 

Ril - !g;zR + gsZcpiCPi + 2CPiCPl = 0, (17a) 

CPSlll + CPllli = O. (17b) 

The last is nothing but the Killing equation and is 
equivalent to the statement that if a coordinate system 
is chosen so that cps = (1, 0, 0, 0) then gij is independ­
ent of the first coordinate. In this gauge cP; has the 
dual role of being both the vector potential of the 
electromagnetic field and the tangent to lines of 
symmetrx. We return to this below. 

4. MAXWELL EQUATIONS 

Maxwell's equatioris can be written as 

Fiilk + Fikli + Fkili = 0, (ISa) 
ii_i Flli - S, (ISb) 

where Si is the current vector. EquJl,tion (l8a) is 
equivalent to Fi; = CPtlli - CPslli = CPili - CPili' We 
show that if there is a real gauge then Si = O. This 
statement can be interpreted as meaning that charge 
can occur only at singularities of the manifold. In 
fact, in a real gauge, Eqs. (17a, b) hold so that 

Fi; = CPilii - CPilii = 2cpilli' 

F~lIk = 2CPflilik' 

In the real gauge CPfli = 0 and R = 6cpkcpk' Using 
these and the equation, 

we see that 
ROt ,J.n_,J.i ,J.i 

nik'!' - '!'lIillk - '!'lIkll;' 

F}lIi = 2{cpflslli - cprlill;} = -2R~iicpn = -2RnsCPn 
= 2(gn;cpiCPi - CPnCPs)cpn 

= 2(cpScpiCPi - CPicpncpn) = O. 

Therefore Si = F II: = o. It is not obvious that this is a 
gauge invariant statement, but this fact can be 
demonstrated by showing that 

Si - in mkl' _ iRgmkl' - g g Jnmllk - g Jnmlllk' (19) 

since the last expression has weight -4 so that if it 
vanishes in one gauge it vanishes in all gauges. To 
show this it is sufficient to observe that the two terms 
in (19) differ by 

gingmk{r!dsm + r;mfn;} 

and to then directly compute this; it is zero. 

5. A SOLUTION 

It is possible to find a solution to the field equations 
which corresponds to the classical Schwarzschild 
solution of the free-space equation. This demonstrates, 
as mentioned above, that the field equations do have 
solutions. 

If the equations are treated in a real gauge, (17a) is 

R;z - !gilR = _gjlcpiCPi - 2cpjcp,. (20) 

Equation (17b) is satisfied if we take cpi = (1, 0, 0, 0) 
and obtain a solution in which gij is independent of 
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Xl. As in Ref. 3, pp. 280ff, assume 

f 
0 0 

-,,L) g" - ~ 
_eA 0 

0 _r2 (21) 

0 0 

where " and A are functions of r alone. Then the 
right side of (20) is easily computed, and the left side 
appears in Ref. 3, Eq. (9. 118a)-(9. 118d). All the 
equations corresponding to j ¢ I are identically zero. 
The (4,4) equation is the same as the (3, 3) equation, 
and the three equations corresponding to (1, 1), (2, 2) 
and (3, 3) are, after minor rearrangement, 

eA(-A'/r + r-2) _ r-2 = -3ev, (22a) 

-e-A(A'/r + r-2
) + r-2 = eV

, (22b) 
and 

e-A["'A' _ (1.')2 _ ,," _ (11' - A')] = eV• 

4 4 2 2r (22c) 

Equations (22a) and (22b) yield 

ev+A = (A' + lI')/2r, (23) 

which is readily integrated to 

(24) 

where e is a constant of integration. 
By differentiating (22b) and using (23) to eliminate 

e V from the resulting expression it is straightforward 
to show that (22c) follows, so that (22c) is a conse­
quence of (22a) and (22b). Putting (24) in (22a) leads 
to 

1 + [3rz/(e - r2)] = A'r + eA
, (25) 

which can be integrated to 

e-A = (c - ,a)[(l/e) - (k/r)(e - r2)l], (26) 

where k is arbitrary. It is, in fact, a routine exercise 
to show that (26) and 

eV = (lIe) - (k/r)(c - r2)l (27) 

satisfy the equations. The result is 

(dS)2 = {~ - ; (e _ r2)l}(dxl)2 

(dr)2 

(e - r2)[(I/e) - (k/r)(e - r2)!] 

- r2[d02 + sin20(dcp)2]. (28) 

By changing the Xl variable by Xl = (l/E)(XI ), and 
changing the constants e and k, the solution can be 

brought to the form 

(dS)2 = {~ - k(~ _ E2)l}(dxl)2 

(dr)2 

(c - E2r2){(I/e) - k[(e/r2
) _ E2]!} 

- r2[d02 + sin20(dcp)2) (29) 

with cpi = (E, 0, 0, 0). In this form it is apparent that 
formally letting E -- 0 yields the Schwarzschild metric 
of general relativity. Also, CPl = gu cpl = E/e - ke x 
(e/r 2 - EII)l. If E2« e/r2, CPl is approximately E/e -
keel/r. Note that (29) is a real gauge solution only if 
r < elJE. 

6. LINES OF SYMMETRY 

It was shown above that in the real gauge the inte­
gral curves of the cpi field are lines of symmetry. In 
the solution presented in Sec. 5, for example, the 
integral curves were just the Xl lines, and translation 
along these lines left the metric tensor invariant. The 
cpt vector in this case is the 4-velocity of the singularity 
except for a constant multiplier. We are led to the 
conjecture that for any singularity the cpi vector near 
it, if nonzero, will have some interpretation as a 
velocity or momentum. Presumably, if a solution 
could be found representing two singularities, the cpi 
field near each would represent a velocity and one 
could find the interaction between the two. While 
this is a possibility for the future we can now only 
derive a rather suggestive equation. We work only 
in the real gauge and let Zi(p, q) represent the integral 
curve of cpi through the point q, i.e., Zi(O, q) = qi and 
(OZi/Op)(O, q) = cpi(q). Assume also that in the region 
considered cpi is timelike. Then 

I _ dz' dz i _ dz
i 
dzi(dP) 

- ds ds gii - dpdp ds gij 

= cp'cpi gij (~:)2 = ~ (~:)2 
Therefore dp/ds = ±(6/R)! and dzk/ds = ±cpk(6/R)l. 

The alsolute derivative of cpk along the Zk curves 
(with respect to the r1k connection) is given by 

.J.." It It D.,... .J..i dz .J..i dz dp i k u 1 
Ds = 'l'llk ds = 'l'llk dp ds = ±CPllkCP (6/R) • 

(See Ref. 3, p. 91.) 
Remembering that Fik = 2cpillk in the real gauge 

this can be written 

Dcpt _ ± ! (~)l Fi cpk 
Ds - 2 R Ilk • 

This is formally quite like the Lorentz equation but 
the interpretation is quite different. 
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Clebsch-Gordan Series for Symmetrized Tensor Products* 

C. M. ANDERSEN 
Department of Physics, Purdue University, Lafayette, Indiana 

(Received 13 October 1966) 

An explicit method for obtaining the Clebsch-Gordan series for the symmetrized n-fold direct 
products of a finite-dimensional representation of a semisimple Lie group is discussed and illustrated. 
The method is based on the use of weight diagrams. 

1. INTRODUCTION 

WE discuss in this paper an explicit method for 
obtaining the Clebsch-Gordan series for the 

direct product of a finite-dimensional representation 
of a semisimple Lie group £ taken with itself n times 
and symmetrized according to a definite representation 
of the symmetric group en. 

Such symmetrized representations arise in a natural 
way in elementary particle physics if states describing 
the orbital angular momentum, spin, and internal 
symmetry of a collection of n similar particles are 
required to satisfy a generalized Pauli principle. For 
example, this requirement has as a consequence the 
result that a three-pion state arising from the decay 
of an w must have a completely antisymmetric spatial 
wavefunction. This is due to the fact that a state 
consisting of bosons must be over-all totally sym­
metric and to the fact that an I = 0 representation of 
SU(2) formed from three I = 1 representations must 
be completely antisymmetric. 

Our approach is to consider first the n-fold direct 
product representation [~]n = !D @ !D @ ••• @ ~ and 
reduce it according to symmetry type with one repre­
sentation (in general, reducible with respect to £) for 
each standard Young tableau with n boxes. A par­
ticular case of this is the writing of a second-rank 
(n = 2) tensor as a sum of symmetric and antisym­
metric tensors. Secondly, we determine a character 
formula for the "symmetrized" representation corre­
sponding to each Young tableau (Sec. 2). This formula 
is valid for any finite dimensional representation of 
any semisimple Lie group. We then relate this char­
acter formula to weight diagrams and by manipulation 
of the weight diagrams determine the Clebsch-Gordan 
series for each of the symmetrized representations 
(Sec. 3). 

In Sec. 4, we demonstrate the method by working 
out some examples diagrammatically for simple Lie 

• This research was supported in part by the National Science 
Foundation and by the Air Force Office ot Scientific Research, 
Office of Aerospace, U.S. Air Force, under AFOSR grant number 
274-66. 

groups of rank t = 1,2. For groups of rank t ~ 3, 
the weight diagrams are in a higher dimensional space 
and consequently it becomes easier to work directly 
with the components of the weight vectors in the 
appropriate coordinate system. In Sec. 5, we give 
some examples for the higher-rank simple Lie groups. 

In Sec. 6, we discuss rules to achieve the same 
results for suet + 1) groups by manipulating Young 
diagrams. 

2. CHARACTER FORMULA 

Let !D:a - D;;(a) (i,j = 1,2, ... ,m) be a finite 
dimensional representation of the semisimple Lie 
group £, where the Di;(a) are m X m matrices repre­
senting elements a E £. Let us suppose that £ acts on 
the m-dimensional vectors "P such that the vector 
transformation law is given by "P - a"P with 

(2.1) 

where the "Pi are the components of"P with respect to a 
fixed set of basis vectors. A general unsymmetrized 
nth-rank tensor 'Yi .- •• -i belongs to the reducible 

1 I .. 

representation [!D]" == !D @ !D @ ••• @ -!D:a _ 

D i1.···. in; ;1'" -.1" (a) == DilI1(a)DiaJ.(a) ... Di,,/,,(a). 
We abbreviate the tensor transformation law to 
'Y -a'Y or 

(a'Y}w = Dw.clI(a)'Yw ; (i) = i l i2 ' •• in; (2.2) 

summation over (j) = A ... jn is understood. Let 

17=(12'" n) 
l' 2' ... n' 

be a permutation of the subindices and define (17'Y}(i) = 
'Y "Ci) , i.e., 

(17'Y}i1i Z ' •• i" = 'Yi1 'i l " •• i .. ,· (2.3) 

Then it is well known thatl 17a'Y = a17'Y. Similarly, if 

1 M. Hamermesh, Group Theory and Its Application to Physical 
Problems (Addison-Wesley Publishing Company, Inc., Reading, 
Massachusetts, 1964), p. 379. 

988 
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(the AI: are real numbers) is an element of the group 
algebra A" of the symmetric group 6", we have 

(2.4) 

and 
Xa'f" = aX'f". (2.5) 

There is one e~r for each standard Young tableau 
with n boxes. In fact one can "complete" the set of 
e's by defining e~8' where IX ranges over all Young 
tableau shapes with n boxes and rand s each range 
from one to pz. The n! e's are chosen to be linearly 
independent and to satisfy the relationS 

In particular, we can let X be anyone of the projection e:8~" = bIZPb."e:". (2.12) 
operators2 Thus, any 1T E 6" can be written in the form 

(2.6) 

where IX is a partition [t"t . .. 2"21 "I] of n letters, Uj 

is the number of rows of length j in the Young 
tableau of shape or partition IX, cpr; is the character 
component of the group 6" for a representation of 
shape IX and for the conjugation class Cp ' {J = 
[fVt . .. 2"21 "1], and pz is the dimension of the irreduc~ 
ible representation of 6" associated with shape IX, or, 
equivalently, is the number of standard Young 
tableaux of shape IX. The numbers pz satisfy the relation 
I,.(flZ)2 = n! and are given by3 

r = n! II (Ar - A. - r + s)!/II (Ar -+ k - r)!, 
~ ~k 

r~.~k (2.7) 

where Ar is the length of the rth row and k is the number 
of rows. The TIZ have the following properties2: 

TIZTP = bIZPTP, 

I TIZ = 1 (the identity element of An). 
(2.8) 

IZ 

Thus we have 

TP(ar'f") = aTPTIZ'f" = bIZP(aTIZ'f"), 
(2.9) 

TP( 1TTIZ'f") = blZP( 1TTiZ'f"), 

where a E 5} and 1T E 6" . The relations (2.8) and (2.9) 
show that the TIZ partition the space of nth~rank 
tensors into subspaces which are invariant under the 
direct product group 5} @ 6" . 

It should be noted that the TIZ are not primitive 
idempotents; i.e., we can write' 

flZ 

TIZ = I e:r , (2.10) 
r=1 

where the e~r are primitive idempotents and satisfy 

(2.11) 

I D. E. Rutherford, Substitutional Analysis (Edinburgh University 
Press, Edinburgh, 1948), p. 66. 

a Reference 2, p. 26. 
, Reference 2, p. 24. 

1T = ! A:.( 1T )e: .. (2.13) 

so that 
«Jr" 

I e~ 'f" = 'f". lZ,r 
fP 

1T~,,'f" = I A~"e~n'f". (2.14) 
r=l 

e~r(ae:.'f") = bIZPbr.(ae:.'f"), 

e:r< 1Te:.'f") = blZP( e~ 1Te:.)'f" :;6. blZP br.( 1Te:.'f"). 

We see that the space of nth~rank tensors is partitioned 
by the e~r into subspaces which are still invariant 
under 5} but no longer invariant under 6" . The effect 
of the elements of 6" is to carry a subspace of tensors 
of the form e:.'f" (invariant under 5}) into a direct 
sum of the subspaces of tensors of the form e~r'f", 
r = 1, ... ,fP (each invariant under 5}). 

Let us denote the representations of 5} associated 
with the spaces of tensors of the form TIZ'f" and 
e:r'f" by (~]IZ and [~](IZ,r), respectively, and the 
characters of the representations ~ and (~](IZ,r) by 
X and XIZ, respectively. Then by Eq. (2.10) and since 
(~](IZ,r) and [~](IZ'.) are equivalent representations of 
5}, the character of [~]IZ is simply flZx lZ. 

Let the Clebsch-Gordan series for (~](IZ.r) with 
respect to 5} be given by 

( ) ( (11) (2)) ( (.t)) 
[~] lZ,r = m~~ A + m~(A + ... + m~~ A , 

(2.15) 
then 

IZ ~ IZ (AW) 
X = ~ miX • (2.16) 

; 

(Here we use the highest weights A to specify the 
irreducible representations ~ (A).) From the definition 
of TIZ we have 

f lZ IZ _ ~ flZ ~ IZ ~ D 
X - ~ -. ~ CPP ~ .. W,W· 

i n. P lteCp 
(2.17) 

Finally, by the definition of conjugate classes for the 
group 5} and by the use of such relations as 

I Reference 2, pp. 32, 50, and 53. 
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we have6 

x'X = ~ ~ cpphpxf" .. X~2X~1, (2.19) 
n. (J 

where xj;(a) == [x(a i )]'\ cpa is a character for 6 n, and 
h = n!/tOt . .. t'21"lvt! ... V2!V;! is the number of 
permutations in the class ep ' {3 = [t"t . .. 2"21"1]. 

Evaluation of (2.19) for a given representation of a 
given group enables us to determine the constants mi 
in Eq. (2.16) and hence the Clebsch-Gordan series of 
Eq. (2.15). We now turn to a diagrammatic method 
for evaluation of Eq. (2.19). 

3. WEIGHT DIAGRAMS 

At this point we consider some of the properties of 
weight diagrams, since these determine the functional 
dependence of the character. To each semisimple Lie 
group £ there is associated a unique root diagram, a 
set of points (roots) in an t-dimensional space, where 
t is the rank of £. The group of rotations and reflec­
tions in this space generated by reflections through 
hyperplanes normal to the roots is known as the Weyl 
groupW. 

To each irreducible representation (IR) of £ there is 
associated a weight diagram, a collection of points 
(weights) in the same dimensional space as above 
which have the following properties7•8 : 

(1) To each weight M there is assigned a positive 
integer multiplicity YM • 

(2) The weight diagram is invariant under trans­
formation by any element S of W, i.e., YM = YSM. 

(3) If A designates the highest weight of the repre­
sentation, then Y I\. = 1. 

(4) For arbitrary Xi (i = I, ... , t) 

S~ ~ YM~S exp [~(S(M + ~»iXiJ 

= s~~sexp [~I(S(A + ~»ixl (3.1) 

~ = + I if S is a rotation, 
S -1 if S is a rotation-reflection; 

~ = t I IX, 
a>O 

i.e., ~ is equal tq one-half the (vector) sum of the 
positive roots. These four properties serve to specify 
all the YM given A. 

The character X of a representation of £ is a function 
of the conjugation classes of £, i.e., X(a) = X(b) if 

• J. S. Lomont, Applications of Finite Groups (Academic Press 
Inc., New York, 1959), p. 267. 

7 R. E. Behrends, J. Dreitlein, C. Fronsdal, and B. W. Lee, Rev. 
Mod. Phys. 34, 1 (1962). 

8 N. Jacobson, Lie Algebras (Interscience Publishers, Inc., New 
York, 1962), Chap. VIII. 

a = cbc-l, a, b, C E it The conjugation class is labeled 
by a suitable set of real parameters ~i (i = I,. . " t) 
with tPi = 0 for the identity element. In terms of the 
tPi the character for the element a E £ in a IR of 
highest weight A may be written as7•8 

x(a) = X(tP) = ~ YM exp [i~IMitPiJ 

I ~S exp [i i (S(A + (J»itPiJ 
Sel!Il 1=1 

=------~~--~------~ 

! ~S exp [d:(S(J)itP i
] 

SeW 1=1 

(3.2) 

The character of the product representation ~(1) (8) 

~(2) is given by 

x(a) = x(I)(a)x(2)(a) 

= I y~\ exp [i + M;tPl] ! y~t exp [i i MitPiJ 
M' 1::1 M" 1=1 

= M~',Y~\Y~!' exp [i~l(MI + M")/cfo i
] (3.3) 

= ~.rM exp [iitMltPi], 
YM = I Y~\Ym-M') , 

M' 

where, in fact, the ~(l) and ~(2) need not be irreducible. 
In general, the weight diagram associated with Eq. 
(3.3), i.e., the set of weights with multiplicities YM, 
does not correspond to an IR, but is the "sum" over 
weight diagrams of IR's of £. 

Given a reducible representation we can determine 
its decomposition into IR's by "contracting" its 
weight diagram into a collection of highest weights.9 

By contraction we mean that each weight M with 
multiplicity YM is replaced by a weight N = 
S(M + ~) - (J with multiplicity YN = ~sYM.' where 
S is chosen so that N is a dominant weight. If M = N 
for any S, then that point is simply discarded. Of 
course, several points M may contract to the same 
point N in which case YN is the sum over the various 
~S(M)YM' Contracting a weight diagram for an IR 
yields a diagram in which the only point with nonzero 
multiplicity is the highest weight A with YI\. = I (cf. 
properties 3 and 4 above); the other multiplicities have 
all summed to zero. Contracting the weight diagram 
corresponding to a reducible representation yields a 
set of points, each the highest weight of an IR occurring 
in the CG series. Moreover, the multiplicity of each 
point is the coefficient ml of the corresponding IR 

9 Our contracted diagrams are the same as the girdle diagrams of 
Behrends et al.7 except that we use one point for each set of w 
points in a girdle diagram, where w is the order of the Weyl group !lB. 
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in the CG series. For example, in 

~:O(l) @ j)t2) = ! m/D(A(i!) , (3.4) 
i 

the m; are equal to the multiplicities of the points of 
the weight diagram corresponding to the character 
given by Eq. (3.3). Note that for arbitrary x the 
contraction process leaves the value of 

!!YM~S exp [SCM + 0)' xl 
unchanged. No information is lost in the contraction 
process in the sense that the uncontracted weight 
diagram with weights M may be reconstructed from 
any contracted weight diagram with weights N by 
requiring YM ~SM for all S E m3 and 

!! YM~S exp [SCM + 0)' xl 
S M 

=!! YN~S exp [SeN + 0)' xJ. (3.5) 
S N 

For the purpose of determining Clebsch-Gordan 
series, an explicit construction of the ef;i is unnecessary 
since all that is needed is the functional dependence 
on the ef;i and this uniquely specified' by weight 
diagrams. 

A simplification is introduced into the determina­
tions of the YN in Eq. (3.3) if one uses the contracted 
multiplicities of either j){l) or j)(2) (but not both) 
rather ~han the uncontracted multiplicities. If j)U) is 
irreducible, then as an intermediate step we have a 
diagram with multiplicities Y A+M = YR)Y~) = y~). This 
diagram is neither contnicted nor uncontracted, i.e., 
invariant under m3, but yields the same contracted 
diagram as is obtained by the contraction of the 
diagram withlO 

_ ~ (l) (2) 
YM - k YWY(M-M')' 

M' 

In order to obtain the weight diagram of X!1. of Eq. 
(2.19) it is necessary to discuss the "weight diagram" 
to be associated with xia) == x(ak ). This is obtained 
by considering 

,xia) = xief;) = x(kef;) = t YM exp [ij~/kM)ief;} 
(3.6) 

where YAt are multiplicities of the representation j). 

This new set of points is similar to the weight diagram 
of j) but its linear dimensions have been multiplied 
by a factor k. When this set of points is contracted, 
the resulting YN will be both positive and negative 
integers. It may not be a true weight diagram, but 
there is a one-to-one correspondence between such dia-

10 A. J. Macfarlane, L. O'Raifeartaigh, and P. S. Rao, Syracuse 
University preprint. 

grams and the functional dependence of Xk(a). In the 
construction of the contracted weight diagrams associ­
ated with the various terms ofEq. (2.19) one multiplies 
together in the manner described above one contracted 
and one uncontracted diagram, then contracts this pro­
duct before multiplying again by an uncontracted dia­
gram. Finally, the contracted diagrams for each fJ are 
added together (in the sense of adding multiplicities). 
The resulting mUltiplicities will turn out to be positive 
integers even though negative nonintegers were 
involved in the intermediate steps. These multi­
plicities are the coefficients m; in Eq. (2.15) which we 
have set out to find. 

4. GROUPS OF RANKS ONE AND TWO 

Let us now illustrate the technique by considering 
tensor products of definite symmetry type for the 
compact rank-two groups SU(3), G2 , and R(S) or 
USp(4). Afterwards we consider the rank-one groups 
SU(2) and R(3). 

In the case of rank-two groups it is convenient to 
consider two parallel sets ofWeyl planes: one set (the 
usual set) having a common intersection at the 
origin and the second having a common intersection 
at -0 [cf. Eq. (3.I)]. The points M and N = 
SCM + 0) - 0, S E m3 are related by successive 
reflections through the second set of Weyl planes. 

Let us consider first the symmetric and antisym­
metric products of two SU(3) octets. For n = 2 Eq. 
(2.19) becomes simply 

X[2] = l(xl'. + X2), 

X[12] = !(X2 - X2), 
(4.1) 

where X is the character of the octet representation, 
X[2] is the character of the symmetric product, X[12] is 
the character of the anti symmetric product, and X2, 
Xl'. are the same as in Eq. (2.19). In Fig. I we give the 
uncontracted and contracted weight diagrams for 
X, X2, X2' X[2], and X[12]. Here, as in the succeeding 
figures, the displaced Weyl planes are indicated by 
dashed lines and the outlines of the root diagrams by 
dotted lines. The dashed and dotted lines thus serve to 
indicate the origin and the scale for each diagram. 
Figure 1 shows that the {I} and {27} representations 
appear only in the symmetric product, that the {lO} 
and flO} appear only in the antisymmetric product, 
and that there is one symmetric {8} and one anti­
symmetric {8}, all of which is well known. 

As an application, consider an exact SU(3) theory 
in which a resonance decays strongly into two spin­
zero mesons belonging to the same octet. If this 
resonance is somehow known to be a unitary singlet 
or 27-plet, then we see that the generalized. Pauli 
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x 

,/ 
J ... ' I ......... . 
I.' , .. " (to) 

....... ~ ..... ' .. ~ 
"...'r>·... ,,(81 I 

. '~'<~I 
---

FIG. 1. Weight diagrams for X, X", X., X[ll, and X[l'] for the octet 
(adjoint) representation of SU(3). The uncontracted diagrams are 
shown on the left, the contracted diagrams on the right. The sym­
metric and antisymmetric twofold products correspond to X[II and 
X[l'], respectively. 

principle requires that it must have JP = even+, while 
if it is known to be a unitary decuplet, then it must 
have JP = odd-. 

The CG series for {8 ® 8 ® 8} can be partitioned 
into four sets of IR's corresponding to the representa­
tions [3], [2, 1], [2, 1], and [!3] of 6 n • In Fig. 2(a) we 

"',"" ....... 
,'1 I 

' ... :..;·~·~:..·;.< .... ,u~1 2 (3.~ 
,;or-_ t&! "tT) 

'" I'" ........ :' I I 

:"~'_~n,1 til I _ 

XC2,IJ'- __ 

(b) 

FIG. 2. (a) Contracted weight diagrams for X', XX., and X. for 
the octet representation of SU(3). (b) Contracted weight diagrams 
giving the Clebsch-Gordan series for the (X-symmetrized threefold 
products of octets «(X = [3], [2, 1], [I 3D. 

show the contracted weight diagrams (cwd) for XS, 

XX2' Xs· Note that the cwd for XX2 consists only of a 
single point. Use of the character formulas [Eq. 
(2.19)] for n = 3: 

Xes] = l(xS + 2Xs + 3XX2)' 

t 2,1] = Hxs - Xs), (4.2) 

t13] = lexs + 2Xs - 3XX2)' 

and of the diagrams of Fig. 2(a) yields the contracted 
weight diagrams of Fig. 2(b). 

For the four- and five-fold direct products of SU(3) 
octets we obtain the partitioning shown in Tables I 
and II. Two of the diagrams used in this computation 
are shown in Fig. 3. In the first columns of Tables I 
and II we list the representations occurring in the 
CG series (with respect to £) of the four- and five-fold 
direct products, respectively. These representations 

TABLE I. Coefficients in the Clebsch-Gordan series for the (X-symmetrized and the unsymmetrized 
fourfold direct products of 5U(3) octets. 

Representation Symmetry type (;) 

(Pl'P.) Dimension [4] [3, 1] [2,2] [2, P] [14] U nsymmetrized 
1 3 2 3 1 

(0,0) {I} 1 2 1 S 
(1, 1) {S} 2 4 2 4 2 32 
(2,2) {27} 2 4 4 3 2 33 
(3,3) {64} 1 2 1 1 12 
(4,4) {12S} 1 1 
(3,0) {10} 3 3 20 
(0,3) {10} 3 3 20 
(4,1) {3S} 2 2 IS 
(1,4) {3S} 2 2 IS 
(S,2) {SI} 1 3 
(2, S) {ST} 1 3 
(6,0) {2S} 1 2 
(0,6) {28} 1 2 
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TABLE II. Coefficients in the Clebsch-Gordan series for the (X-symmetrized and the unsymmetrized five-fold direct 
products of SU(3) octets. 

Representation 

(PI' PI) Dimension [5] [4,1] [3,2] 
1 4 5 

(0,0) {I} 1 1 1 
(I, 1) {S} 2 5 6 
(2,2) {27} 2 7 S 
(3,3) {64} 2 5 5 
(4,4) {I2S} 1 2 1 
(5, S) {216} 1 
(3,0) {1O} 1 1 4 
(0,3) {1O} 1 1 4 
(4,1) {35} 1 4 5 
(1,.4) {35} 4 5 
(5,2) {SI} 2 2 
(2,5) {Sl} 2 2 
(6,3) {I54} 1 
(3,6) {I54} 
(6,0) {2S} 
(0,6) {2S} 
(7,1) {SO} 
(1,7) {SO} 

are specified in two different ways. The first way is by 
giving (PI ,pJ, where PI is the number of boxes in the 
first row of th~ corresponding Young shape minus the 
number in the second row, and P2 is the difference in 
the lengths of the second and third rows. The second 

TABLE III. Coefficients in the Clebsch-Gordan series for the 
(X-symmetrized and the unsymmetrized three-fold direct products 

of the 14-dimensional adjoint representation of GI • 

Representation 

{I} 
{7} 

{27} 
{77h 

{IS2} 
{I4} 
{64} 

{189} 
{44S} 

{77}s 
{273} 

[3] 
1 

Symmetry type (f~) 
[2, 1] [1"] Unsymmetrized 

2 1 

1 
1 

1 1 3 
1 1 4 

1 1 
2 5 
1 2 
1 3 
1 2 
1 3 

1 

FlO. 3. Contracted weight diagrams used in the calculation ofthe 
Clebsch-Gordan series· of the (X-symmetrized four- and five-fold 
products of SU(3) octets. 

Symmetry type (ill.) 
[3, II] [21, 1] [2, 11] 
654 

2 
7 
9 
4 
4 

5 
S· 
5 
5 
2 
2 

1 
6 
7 
3 

4 
4 
4 
4 
1 

1 1 

1 
5 
7 
2 

2 
2 

[1"] 
1 

1 
1 
1 

1 

Unsymmetrized 

32 
145 
ISO 
94 
20 

1 
100 
100 
100 
100 
36 
36 
4 
4 

20 
20 
5 
5 

way is giving the dimension of the representation. 
For example, the octet representation is specified by 
(PI'PZ) = (1, I) and by {8}. 

Consider now the group G2 • The symmetric and 
antisymmetric direct products of the 14-dimensional 

0 

:, ,,'i 
: /:. ..'1 

" 0 / •••• ·."Il I l ,,·,··/itlli 
:~~~~.~ ... :-.------
I I \ ...... 

X3 

(a) 

:,' ,.{ 
\ • ,. -1 , . , .... r ' 

\ 0 •••••• ,'" • 

...... ~\:,:;~ .. ~ "i f/ 
:;;~~<:~'?"'------

I I \ ...... 

(b) 

X3 

" ", 
\ : ,': . .. ,"J 
.. '\ : /::;'i"~:' i J i 
;:~~~~~.~:. :', -- ----

, 1\ ...... 

FlO. 4. Contracted weight diagrams which show the calculation 
of the Clebsch-Gordan series for the at-symmetrized (a) two-fold, 
(b) three-fold products of the l4-dimensional (adjoint) representation 
of G •• 
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x 
,,;,<,' 

," I I .. , ... ,...... . 
:,' (10) (35) 

' .. :./' . 
;'r~:~-·~·~·:~i---_.-

FIG. 5. Contracted weight diagrams which show the calculation 
of the Clebsch-Gordan series for the IX-symmetrized two- and three­
fold products of the four-dimensional spinor representation of R(5). 

(adjoint) representation with itself contain the repre­
sentations {I} + {27} + {77h and {14} + {77h, re­
spectively. The contracted weight diagrams for X, X2, 
X2, X[21, and XU'] are shown in Fig. 4(a). For the 
three-fold product of the adjoint representation we 
obtain Table III from Fig. 4(b). 

We turn now to the groups R(S) and USp(4). In 
Figs. 5, 6, and 7 we have the diagrams for the sym­
metrized two- and three-fold products of the four-, 
five-, and ten-dimensional representations, respec­
tively. 

Having treated the rank-two groups, it is a simple 
matter to treat the rank-one groups, SU(2) and R(3). 
Since these groups have one-dimensional weight 
diagrams, the CG series of the symmetrized n-fold 
products of any low-dimensional representation can 
be obtained very quickly by this method. In Fig. 8 
we illustrate this for the two-, three-, and four-fold 
products of the spin !- representation. 

5. GROUPS OF RANK t ~ 3 

In the case of rank t ~ 3, the weight diagrams have 
three or more dimensions and consequently the graphic 
procedures just' illustrated are not suitable. However, 
if one chooses to work in the appropriate coordinate 
systems, namely the systems discussed by Racah,11 

11 G. Racah, Ergeb. Exakt. Naturwiss. 37, 28 (1965). 
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, 'X[I'] 

FIG. 6. Contracted weight diagrams which show the calculation 
of the Clebsch-Gordan series for the IX-symmetrized two- and 
three-fold products of the five-dimensional representation of R(5). 

the corresponding operations on the weight com­
ponents Mi are not difficult. For the groups suet + 1) 
we imbed the weight diagram in an (t + I)-dimen­
sional space and impose the condition that 

t+l 
IMi=O 
i=l 

(5.1) 

so that there are only t independent coordinates. The 
Weyl group lID is the group of permutations of the 
components of M. We have ~s = +1 (-1) for even 
(odd) permutations. The. M, are fractions with 
denominator t + 1 and the differences (M, - M i ) 

are all integers. The IJi are given by IJi = I t + 1 - j. 
Such a treatment of SU(3) would label the SU(3) root 
diagram as in Fig. 9. 

For the groups R(2t + 1) and USp(2t), lID is gener­
ated by the permutations of the components Mi 
(i = 1, ... t) and by the changes of sign of any 
number of the Mi' We have ~s = + 1 (-1) for an 
even (odd) permutation and any number of changes 
of sign. Here all t components of M are independent. 
Finally for the groups R(2t), lID is the same as for 
R(2t + 1) except that only an even number of 
changes of sign are allowed. 

By this procedure we find for SU(4) that 

{IS ® IS}s = {I} + {IS} + {20} + {84}, 
{IS ® IS}A = {IS} + {45} + {45}. (5.2) 
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FIG. 7. Contracted weight diagrams which show the calculation 
of the Clebsch-Gordan series for the at-symmetrized two- and 
three-fold products of the ten-dimensional (adjoint) representation 
of R(5). 

For the three-fold product of the adjointrepresentation 
[(PI' P2, P3) = (1,0, I)] the coefficients in the CG 
series are given in Table IV_ Again the representations 
in the CG series are speCified by both their Young, 
shape and their dimensionality. 

For SU(6) we find, for example, 

{35 @ 35}s = {I} + {35} + {189} + {405}, 

{35 @ 35},4 = {35} + {280} + {280}. (5.3) 

For the three-fold direct product of {35}'s we have 

TABLE IV. Coefficients in the Clebsch-Gordan series for the 
at-symmetrized and the unsymmetrized three-fold direct products 

of the adjoint representation of SU(4). 

Representation 

(Pi; Pi ,pa) Dimension 

(0,0,0) 
(1,0, 1) 
(0,2,0) 
(4,0,0) 
(0,0,4) 
(2, 1,0) 
(0, 1,2) 
(2,0,2) 
(1, 2, 1) 
(3, I, 1) 
(1, 1, 3) 
(3,0, 3) 

{l} 
{15} 
{20} 
{35} 

{35} 
{45} 
{45} 
{84} 

{175} 
{256} 

{256} 
{300} 

[3] 
1 

1 
2 

1 
1 
1 
1 

Symmetry type (/:) 

[2, 1] [J3] Unsymmetrized 
2 1 

3 
2 

2 
2 
i-
1 
1 

2 
9 
5 
1 
1 
6 
6 
6 
4 
2 
2 
1 

i . 
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FIG. 8. Contracted weight diagrams which show the calculation 
of the Clebsch-Gordan series for the at-symmetrized two-, three-, 
and four-fold products of the spin t representation of SU(2). 

Table V. Finally, in Table VI we give the coefficients 
in the CG series of the ex-symmetrized two-, three-, and 
four-fold direct products of the 56-dimensional 
representation of SU(6). The representations appearing 
in the CG series are labeled by (Pl' P2, P3' .. -), 

10,-1,1) (I,-I,O) 

.:-\7·· .. FIG. 9. Root diagram for SU(3) im­
bedded in a three-dimensional space 
showing components of the root vectors. 

: (0,0,01 '. 

1-1.0.11 .....••.. 7\::/11.0.-11 

(-1,1,01 (0,1,-1) 

where Pi is the number of boxes in the ith row of the 
corresponding Young shape minus the number in the 
(i + I)th row. Zeros on the right have been dropped_ 

6. YOUNG SHAPES 

For the nonexceptional Lie groups other methods 
for obtaining the CG series of an cx-symmetrized n-fold 
direct product representation have been discussed.I2 

These methods are based on the fact that the decom­
position of the representation [~](a.r) of SU(t + I) 
as expressed in terms of Young shapes (partitions) is 
independent of t for sufficiently large t, and for small 
t the only difference which arises is that one must 
delete those shapes which have more than t + 1 rows. 

For example, we have the following symmetrized 
product: 

12 D. E. Littlewood, The Theory of Group Characters (Oxford 
University Press, Oxford, England, 1950), 2nd ed., Appendix A and 
references cited therein, in particular, J. A. Todd, Proc. Cambridge 
Phil. Soc. 45, 328 (1949). 



                                                                                                                                    

996 C. M. ANDERSEN 

TABLE V. Coefficients in the Clebsch-Gordan series for the 
<x-symmetrized and the unsymmetrized three-fold direct products 

of the adjoint representation of SU(6). 

Representation Symmetry type (;) 

(Pl,P.,P.,p"p,) Dimension [3] [2,1] [I"J Unsym-
1 2 1 metrized 

(0, 0, 0, 0, 0) {I} 1 2 
(1,0,0,0, 1) {35} 2 3 9 
(0, 0, 2, 0, 0) {175} 1 1 
(0, 1, 0, 1,0) {189} 1 2 1 6 
(2,0,0, 1,0) {280} 1 2 1 6 
(0, I, 0, 0, 2) {280} 1 2 1 6 
(2, 0, 0, 0, 2) {405} 1 2 1 6 
(3, 0, 1, 0, 0) {840} 1 1 
(0,0, 1,0,3) {840} 1 1 
(1, I, 1,0,0) {896} 1 2 
(0,0, I, 1, 1) {896} 1 2 
(3, 0, 0, 0, 3) {2695} 1 1 
(3, 0, 0, 1, 1) {3200} 1 2 
(1, 1,0,0, 3) {3200} 1 2 
(I, 1,0, 1, 1) {3675} 1 1 1 4 

For SU(4), all four terms contribute, but for SU(3), 
the last term must be deleted to give {8 ® 8}s = 
{27} + {I} + {8}. Similarly for SU(2), only the 
first term on the right-hand side has few enough rows 
to contribute. In this case, we have simply {2 ® 2}s = 
{3}. 

An analogous observation pertains for three- and 
higher-fold products. As an example. of this, consider 
the suet + I) representations which have the same 
Young shape as the {3} representation of SU(3). We 
have 

[3] (a • a • B) ~ EE3 + f + ~' 

(a·a·B) =EfP+f+f' (6.2) 
[2.1] 

(8 & a & B) = E§ + r . 
[13] 

These diagrams are valid for any suet + 1) provided 
one deletes those diagrams which do not apply to the 
particular unitary group under consideration. 

For the particular case of finding the CG series for 
the symmetric and antisymmetric twofold direct 
products of a SU(3) representation ~, the rules can 
be quite simply stated in terms of the Young shapes 
which occur in the CG series. This is because for 
SU(3) the coefficients which appear in the CG series 
corresponding to XII take on only the vatues 1,0, and 

TABLE VI. Coefficients in the Clebsch-Gordan series for the 
~-symmetrized and the unsymmetrized two-, three-, and 
four-fold direct products of the 56-dimensional representation 

Representation 

(pl , p.) Dimension 

(6,0) {462} 
(4, 1) {1050} 
(2,2) {1l34} 
(0,3) {4903} 

Representation 

(pI'P', Pa) Dimension 

(9,0,0) {980} 
(7, 1,0) {5720} 
(5,2,0) {89IO} 
(3,3,0) {9240} 
(1,4,0) {5880} 
(6,0, 1) {6160} 
(4, I, 1) {U550} 
(2,2, 1) {11340} 
(0, 3, 1) {4704} 
(3,0,2) {6000} 
(1,1,2) {5880} 
(0,0,3) {980} 

Representation 

of SU(6). 

Symmetry type (f:) 
[2J [PJ Unsym-
1 1 metrized 

1 
1 1 

1 
1 

Symmetry type (f~) 
[3] [2, 1] [PI Unsym-
1 2 1 metrized 

1 
1 2 

1 1 3 
1 1 4 

1 2 
1 

... 2 
1 3 

1 
1 
2 
1 

Symmetry type (;) 

(pl,P',P3'P') [4] [3, 1] [2'] [2, P} [14] Unsym-
1 3 2 3 1 metrized 

(12,0,0,0) 1 1 
(10, 1,0,0) 1 3 
(8,2,0,0) 1 6 
(6,3,0,0) 2 1 10 
(4,4,0,0) 1 2 1 11 
(2,5,0,0) 2 1 9 
(0,6,0,0) 1 1 1 4 
(9,0, 1,0) 1 3 
(7, 1, 1,0) 1 1 1 8 
(5,2, 1,0) 2 1 2 1 15 
(3,3, 1,0) 1 2 1 2 1 16 
(1,4,1,0) 1 1 2 11 
(6,0,2,0) 1 1 1 6 
(4,1,2,0) 1 2 1 2 15 
(2,2,2.0) 1 2 2 1 15 
(0,3,2,0) 1 1 6 
(3,0,3,0) 1 2 1 10 
(1, 1,3,0) 1 1 8 
(0,0,4,0) 1 1 
(8,0,0, 1) 1 1 
(6, 1,0, 1) 3 
(4,2,0,1) 1 6 
(2, 3,0, 1) 6 
(0,4,0, 1) 1 1 3 
(5,0, I, 1) 1 3 
(3, I, I, 1) 1 1 8 
(1,2, I, 1) 1 1 1 7 
(2,0,2, 1) I 6 
(0, 1,2, 1) 1 3 
(4, O. 0, 2) 1 
(2, 1,0,2) 3 
(0,2,0,2) 2 
(1,0, 1,2) 1 3 
(0,0,0,3) 1 1 
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-1. By Eq. (4.1), the coefficient of a given representa­
tion (PI ,P2) in the CG series of X2 must equal zero 
if (PI, P2) occurs an even number of times in X2, and 
this coefficient must be ± 1 if (PI ,P2) occurs an odd 
number of times in X2. Since a calculation of the CG 
series of [~]2 = ~ @ ~ by manipulating Young shapes 
is well known,13 the only problem remaining is to 
determine the sign of each nonzero term in X2' This 
sign may be determined by the following rule. 

Let k be the total number of boxes occurring in the 
odd-numbered rows of a Young shape which corre­
sponds to a nonzero term in X2, i.e., in the CG series 
of~ @~. Then for any suet + 1), the corresponding 
coefficient in X2 can only be positive (negative) if k 
is even (odd).14 The number k, in turn, is even or odd 
according as PI + P2 + Ps + P6 + ... is even or odd, 
i.e., 

00 

k == ~ (P4i+l + P4i+2) (mod 2). (6.3) 
i~O . 

Thus for SU(3), the numbers (PI + P2) together 
with X2 determine X2 and hence, by Eq. (4.1), deter­
mine the CG series of [~]r2] and [~][1·]. For example, 
in Eq. (6.1) the first, second, and fourth terms on the 
right-hand side each appear once in X2, and thus they 
have coefficients either + 1 or -1 in X2' In each of 
these terms the number k of boxes in the first and 
third rows is four, and hence all three have coefficient 
plus one in X2 . 

13 Littlewood, Ref. 12, pp. 94-98. 
14 This is implicit in the article by Todd cited in Ref. 12. 

The above rule can be extended as follows. For any 
suet + I) the coefficient of (PI' P2 ,P3' .•• ) in the 
CG series corresponding to X2 is zero unless the 
number of odd-numbered rows which contain an 
odd number of boxes is equal to the number of even­
numbered rows which contain an odd number of 
boxes.14 For example, in the third term on the right­
hand side of Eq. (6.1), there are two odd-numbered 
rows (rows one and three) which each contain an 
odd number of boxes and only one even-numbered 
row (row two) which contains an odd number of 
boxes. Thus, by this rule its coefficient in X2 is zero 
and it appears an equal number of times in [~][21 and 
[~][1\ This is consistent with the fact that this term 
appears an even number of times (twice) in X2. 

For any suet + 1) with initial representation 
(PI' P2, 0, 0, ... ) and for SU(4) and SUeS), if in the 
set of Pi which specify the initial representation ~ 
there are only one or two Pi which are nonzero, then 
again the coefficients in X2 can only be + 1,0, and -1, 
and the above rules uniquely determine the CG series 
for [~][2] and [~)[1'], In the general case the procedure 
is considerably more complicated. 
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A type of nonhomogeneous integral equation frequently encountered in interaction problems is 
solved by means of the Heaviside expansion theorem. The energy spectrum is obtained in the usual 
way from the solutions of the dispersion equation for the excitations, D(k, s) = O. The momentum 
spectrum is obtained as the solutions of 0 D/ ok = 0, which is shown to be also a form of the Cauchy­
Riemann equations. It is proved that the existence of a solution of oD/ok = 0 is a necessary condition 
for the existence of an analytic region on the momentum plane. It is also proved that the existence of a 
solution of dD/dk = 0 and aD/os = 0 is a necessary and sufficient condition for the existence of 
analytic regions in both variables, provided the group velocity is finite and continuous. As an example, 
two linearized self-consistent equations with arbitrary coupling are solved. 

INTRODUCTION 

M ANY problems in statistical mechanics and 
field theory have formal solutions in the form 

of integral equations in which the kernel is a function 
of a space-time interval, and often such equations may 
be solved explicitly by convolution integrals which 
eliminate one set of variables; that is, one can express 
the solutions in terms of the initial and boundary 
values.1 The result, however, is another integral 
equation involving a difference kernel in the form of 
a propagator or dispersion relation appearing in the 
denominator of the integrand. Examples are found 
in the calculations of the correlation energy of the 
electron gas.2 Similar equations also result from 
self-consistent field solutions of an equation of 
motion.3.4 

An equation of this type yields the energy spectrum 
of the excitations as the solutions of the dispersion 
equation but in general the momentum spectrum can 
be found only in certain regions. In the case of particle 
excitations in the Fermi gas, the number distribution 
of particles in various momentum states has been 
found in the high-density region by Kulik5 and in the 
low-density region by Belyakov6 ; but the momentum 

• Work begun in the Department of Applied Mathematics and 
Theoretical Physics, Cambridge University, Cambridge, England. 

t Permanent address: Box 94, La Jolla, California. 
1 Solutions of integral equations by Fourier transformation is 

discussed in most standard works. A thorough treatment may be 
found in Chap. 8 of P. M. Morse and H. Feshbach, Methods of 
Theoretical Physics (McGraw-Hill Book Company, Inc., New York, 
1953). 

• See, for example, the calculations of Hubbard and of Goldstone 
in The Many-Body Problem, D. Pines, Ed. (W. A. Benjamin, Inc., 
New York, 1962). 

• L. D. Landau, J. Phys. (USSR) 10, 2S (1946). 
4 H. Ehrenreich and M. Cohen, Phys. Rev. 115, 786 (1959). 
• I. O. Kulik, Zh. Eksperim. i Teor. Fiz.40, 1243 (1961) [English 

transl.: Soviet Phys.-JETP 13, 946 (1961)]. 
• V. A. Belyakov, Zh. Eksperim. i Teor. Fiz. 40, 1210 (1961) 

[English transl.: Soviet Phys:-JETP 13, 850 (1961)]. 

spectrum itself has not been found. I~ this paper we 
show that in the case of complex energy and momentum 
the complete spectra, including the collective excita­
tions, may be obtained provided the derivative of the 
dispersion equation with respect to either the energy 
or the momentum has nontrivial solutions. 

1. FORMAL SOLUTION 

Consider the nonhomogeneous equation 

1jJ(x, t) = rp(x, t) 

+ J. II dxo dtoK(Xo, to; x, t)1jJ(Xo, to). (1) 

In general the kernel is a functional of the potential 
and a Green's function obtained from a homogeneous 
differential equation representing the response of 
the four-dimensional system to a disturbance at 
xo, to and 1jJ(Xo, to) includes the initial and boundary 
conditions. A well-known example is, of course, the 
S-matrix equatioIl, whose analytic properties for 
complex k have been discussed by Barut and Ruei. 7 

Provided K(xo, to; x, t) is a difference kernel in both 
variables, the Fourier transforms in space and time 
yield 

'Y(k, s) = <b(k, s) + J.V(k, s)'Y(k, s), (2) 

where we have absorbed a factor Of(21T)2 into V. Thus 
we find 

1jJ(x, t) = _1_ r dse--ist f dke-l"k·x <b(k, s) , 
(21T)2 Jaa Jal 1 - J.V(k, s) 

(3) 

where sand k are complex variables. In order that (3) 
converge, the amplitude must be continuable into the 
s* and k* half-planes and we confine our discussion 
to integrands which satisfy these conditions, and are 
real on the real axes. 

7 A. O. Barut and K. H. Ruei, J. Math. Phys. 2, 181 (1961). 
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In interaction problems A is a variable coupling 
factor and if there exists a constant A' such that 

1 - A'V(k*, s*) == 0 (4) 

for every k* and s*, then A' are the eigenvalues of (1) 
and k* and s* are continuous. With variable coupling, 
however, (3) may still have singularities for particular 
values of momentum and energy, k*' and s*' (the 
excitation eigenvalues). The solutions of (4) in the 
continuum yields some function, s* = j(A', k*) 
whereas the particular solutions of (3) for variable 
coupling represent the discrete part of the spectrum; 
but in general the momenta are arbitrary. The 
complete spectra may thus be found by solving the 
eigenvalue equation for these two conditions. 

Formal solutions, including the momentum eigen­
values, may be obtained by use of the Heaviside 
expansion theorem for each of the four complex 
integrations.s The Heaviside theorem permits the 
evaluation of an integral over a meromorphic rational 
function by replacement of the integral operator by 
an inverse differential operator acting on the denomi­
nator alone. The theorem holds without factorization 
of the integrand provided the integrand is analytic. 
This principle may be used to delineate the analytic 
regions on the energy and momentum planes in the 
following way. Following Landau contours in each 
complex plane, the four integrations may be written 
in the usual way as the sum of pole terms in the 
analytic regions and principal value terms in the 
non analytic regions. Thus formal solutions of (3) read 

tp(x, t) = L lim L lim <D(k* ,s*)e-ik,xe-ist + p [+00 dse-ist [+00 dke-ik.x <D(k*, s*) , 
k' k· .... k·' .' ........ , (ojos)(ojok)[l - AV(k*, s*)] J-oo J-oo [1 - AV(k*, s*)] 

(5) 

where s*' and k*' satisfy 

D(k*, s*') = 1 - AV(k*, s*') == 0 (6) 
and 

oD(k*', s*)jok == 0 (7) 

and Pi is the principal value integral. The operations 
over dk1 dk2 dka may be carried out in succession, 
writing k j = TTj + iK j and summing over j so that (5) 
holds for a momentum distribution of arbitrary 
shape. Of course, (5) is of little interest unless the 
analytic regions of D(k~, s*) are known. In the 
following section we show that the solutions of (7) 
exactly define the analytic regions in the energy plane. 
The proof, which is given for a single coordinate, 
holds for cylindrical symmetry of the momentum 
distribution and may be extended to more complicated 
cases by iteration. 

2. ANALYTIC PROPERTIES 

Let D(k*) be a function of k* = TT - iK. Then, if 
D is real on the real axis, D(k*) = D*(k) and 

oD* 1 (OD* .OD*) --=- ---/--
ok 2 OTT OK 

(8) 

The factor t comes from solving k and k* for TT and 
K before obtaining the partial derivatives. Now putting 
D*(k) = U(TT, K) - iveTT, K), we find 

If the Cauchy-Riemann equations are satisfied on the 

upper half-plane, 

oD(k*) lOD(k*) .oD(k*) ---=---- -1---
ok* 2 ok OK 

(10) 

and 
oD(k*)jok = 0, (11) 

and there are similar equations for the lower half­
plane. Hence if D* is analytic in k, it is independent of 
k but not of k* except in the limit OD*jOK = O. This 
provides a necessary but not a sufficient condition 
that D* be analytic on the upper half-plane. The real 
and imaginary parts of (11) are necessary conditions 
that the derivative be unique as (jTT -+ 0 and (jK -+ 0 
independently. A sufficient condition requires that 
D* be differentiable8 or independent of the angle in 
both limits. 

Thus if the ordinary Cauchy-Riemann equations 
are satisfied, one obtains a guarantee that the derivative 
is unique as (jTT = h cos () -+ 0 and (jK = h sin () -+ ° 
independently, where h is an infinitesimal; but this 
condition is independent of the angle in both limits 
and tells us nothing of the behavior as (jKj(jTT -+ 0. 
The sufficient condition, that the function be differ­
entiable, is simply that the derivative be unique also 
as tan () -+ 0; that this condition is independent of the 
(jTT -+ 0, (jK -+ 0 limits is evident from the observation 
that both limits cannot be taken independently 
except as h -+ 0 at constant angle. In brief, the neces­
sary condition is obtained from a variation of the 
length of the radius vector at each point on D*, 
whereas the sufficient condition is obtained from the 

8 H. Jeffreys and B. S. Jeffreys, Methods of Mathematical Physics 
(Cambridge University Press, New York, 1962), pp. 237-238: 
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variation of the normal at each point. The necessary 
and sufficient condition that the derivative be unique 
is therefore that the derivative be independent of 
both variations in the limits h -l> 0 and tan (J -l> O. 
Noting that dl<jd1T = tan (J, the sufficient condition 
is included in 

(12) 

where D* is understood to be a function of angle as 
well. Equation (11), which is the Cauchy-Riemann 
equation for the lower half of the k plane, is a neces­
sary condition that D* be an analytic function in that 
region; thus (12) is a necessary and sufficient condition 
provided the partial derivatives are all continuous. 
Unless D* is an explicit function of dl<jd1T, (12) is 
satisfied identically. 

We extend these results to two complex variables 
as follows; a necessary condition that D(k*, s*) be 
analytic in k is 

dD(k*, s*) = oD(k*, s*) ds oD(k*, s*) = O. (13) 
dk os dk + ok 

The first equality has been shown to hold quite 
generally for several complex variables. 9 With 
continuous partial derivatives of all variables, an 
analytic region on the momentum plane is guaranteed 
by the solutions of oD*jok = O. Similarly an analytic 
region on the energy plane is guaranteed by the 
existence of solutions of oD*jos = 0, provided D* is 
differentiable on the s plane. Thus (13) also provides 
a necessary condition either that D* be analytic in s 
(if oD*/os = 0) or, if oD*jos ¢: 0, that there exist 
an analytic region on the energy plane as a conformal 
mapping of an analytic region of the momentum 
plane (if dsJdk = 0). Both conditions require that 
oD*/ok = 0; but (13) is also satisfied by oD*jok = 
-(oD*/os) ds/dk. 

A sufficient condition is that dD*jdk be differenti­
able or that all derivatives be finite and continuous. 
Thus a sufficient condition of analyticity in both 
variables is 

o dD(k*, s*) __ oD(k*, s*) __ 0 
o(ds/dk) dk os 

(14) 

provided s is not analytic in k. Hence s must not be a 
function of k. In this case the complex group velocity 
can be written in the usual way as the sum of real and 
imaginary parts and (14) expressed as the sum of two 
equations similar to (12); the second term in (14) is 

e S. Bochner and W. T. Martin. Several Complex Variables 
(Princeton University Press. Princeton. New Jersey, 1948). 

then obtained after taking the derivatives with 
respect to the real and imaginary velocities. 

Now we note that the Cauchy-Riemann equation, 
(11), is identical with (7) obtained from the Heaviside 
expansions so that the solutions of (7) are certainly 
single valued and analytic provided D* is differenti­
able. In general the numerator of (5) is a function of 
the initial and boundary conditions so that the 
singularities of <I> contribute terms which are inde­
pendent of the interactions. Thus, excepting the 
trivial case, I - ;.V = <1>, the existence of solutions 
of (13) and (14) proves the existence of an analytic 
region of 'Y(k, s) in the k and s planes and the 
boundaries of the analytic region are given by the 
solutions of Re (D*) = 0 and 1m (D*) = O. 

Noting again that the Cauchy-Riemann equation 
is formally equivalent to (7) obtained from the 
Heaviside expansions, and that solutions of (14) are 
analytic in both variables, we obtain Theorems 1 and 2. 

Theorem 1: The existence of solutions of oD* 10k = 0 
and oD*jos = 0 is a necessary condition for the 
existence of analytic regions of 'Y(k, s) in both 
variables, and the solutions define the boundaries of 
the analytic regions, and 

Theorem 2: The existence of solutions ofdD*/dk = 0 
and oD*/os = 0 is a necessary and sufficient condition 
for the existence of analytic regions of'Y(k, s) in both 
variables provided the group velocity is finite and 
continuous. 

Thus if (14) has solutions, then D(k*', s*') is an 
analytic function of both variables and k*' ~md s*' 
are the correct excitation eigenvalues, irrespective of 
the analytic properties ofJ". Thus we obtain the 
corollary. 

Corollary: Provided dsjdk is finite and continuous, 
the existence of solutions of oD*Jok = 0 and 
oD*jos = 0 is a necessary and sufficient condition 
that the Heaviside expansions are a solution of (5). 

3. SOLUTION OF THE LINEARIZED 
SELF-CONSISTENT FIELD EQUATIONS 

As an example of the method developed in Secs. 1 
and 2 we consider the linearized self-consistent field 
equations with arbitrary coupling. A self-consistent 
formulation of an interaction problem requires that 
the solutions of an equation of motion for the particles 
be compatible with a coupled field equation repre­
senting the interactions. Self-consistent methods are 
of interest because it is not necessary to specify the 
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exact nature of the source, that is, as a sum of two­
body, three-body potentials, continuous charge distri­
bution, etc., but specific sources may be introduced 
without changing the procedure. 

In principle, self-consistent formulations may be 
written for any particle interactions via a conservative 
field. Such a scheme is made possible by noting that a 
divergence equation may be written for any conserva­
tive field, that is, for any field analytic in all variables, 
and related to the change in density in the manner 
familiar in continuum mechanics. 

We consider the coupled equations of motion 

([Jeo + 'l1(X)], N(k, X)} = i(ojot)N(k, X) (15) 
and 

D'l1(X) = ;J d3k N(k, X), (16) 

where N(k, X) is the distribution function for particles 
with momenta k at X = (x, t) interacting via the 
internal field 'l1(X) and with coupling strength A. In 
writing the inhomogeneous scalar wave equation in 
the form (16) we obviously do not consider radiative 
interactions or external fields. As we do include 
longitudinal collective modes, the integrations are 
over all final particle states including excited states. 
Now writing N(k, X) = no(k) + n(x), we assume the 
field developed from no(k) adds a constant term to 
the initial Hamiltonian and n(x) then represents the 
density fluctuations in space and time. The corre­
sponding field, obtained from (16) is the sum of 
phonons or plasmons, etc., the field modes being 
determined by the type of coupling. 

Linearizing and taking matrix elements of (15) for 
transitions between initial and final states p and k, 
then Fourier transforming with respect to the 
momentum-energy transfer, T = q, E, we obtain 

'l1(T) = UO(TO) + Ar(T>[ 0 + I d3k n(k, T)] (17) 

and 

N(k, T) = no(ko, T) 

+ G(p, T)[no(k)Uo + n(k, T)UO + no(k)Cf(T) + Ii], 
(IS) 

where Ii = Ii(k, f) and 0 = O(k, f) are functions of the 
initial and boundary values of n(k, T) and U(T) and 
their derivatives, G(p, T) is 

G(p, k, E) = (E1> - Ek + E)-I, (19) 

the propagator for noninteracting particles in the 
initial state, and r( T) is 

the propagator for noninteracting fields in the 
absence of particles. Setting Uo = 0 (since Uo is 
included in the unperturbed Hamiltonian), after 
cancelling the zero-order terms, (17) and (IS) become 

U(T) = Ar(T)I d
3
kG(p, T)1i (21) 

1 - Ar(T)J d3kG(p, T)no(k) 
and 

n(k, T) 

_ G( )( - (k) Ar( T)[ 0 + I d3
kG(p, T)Ii] } - p,T n + no . 

1 - Ar(T)J d3kG(p, T)no(k) 

(22) 

In obtaining (21) we have carried out a unitary 
transformation of the form O(k, E)U(k, E)Ot(kt, Et), 
with kt = -k, etc., which in effect continues the 
dispersion relation into the third quadrant for each 
integration. The integral operator can be shown to be 
unitar:y directly by carrying through the substitutions 
kt = -k, Et = -E in Dt(kt, Et), whereupon one 
finds Dt(kt, Et) = D-l(k, E) so that one recovers the 
initial dispersion relation valid in the first quadrant. 
The result, (21), can be shown to be valid quite 
independently by substituting p = I aakn(k, T) into 
(15) and (16) and carrying through the same cal­
culation. As our example is essentially illustrative, 
however, and the results are not sensitive to the 
formal details, we omit the latter. 

With (5), the solutions of (21) may be written 

U(x, t) =! lim ! lim 
E E-+E' q q-+q' 

A[O + I d3kG(p, q, E)fi]e-iQ"HEt 
X --------------~~----~-----------

(o/OE)(03joq3)[q2 - E2jc2 
- AI d3kG(p, q, E)no(k)] 

+ principal value integrals, (23) 

where E' and q' are solutions of 

D(p, q, E') = q2 _ E,2jc2 

- AI d3kG(p, q, E')no(p, q) == 0 (24) 

and, after utilizing okijoqi = 1, and taking the average 
of the first term, 

I
, ( ') o3D(p, q, E) 
1m q --+ q oq3 

= lim (q --+ q,)[+ Sqlq2q3 
(q~ + q~ + q:)2 

- AG(p, q, E)no(p, q)] == O. (25) 

D-l(p, q, E) has the usual form of a field propagator 
modified by a vertex part representing the interactions 
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with particles. The solutions of (24) thus give the 
energy eigenvalues of the excitations in the interacting 
system and (25) is an analogous equation for the 
momentum eigenvalues. Writing ao = 112m).. for the 
virtual scattering length, (25) becomes, for a spherical 
distribution, 

q,2 + 2[p + aolno(p, q')Jq' - 2mE = O. (26) 

Now writing q' = 1T' + iK', E = ill + iy, no(p,q') = 
Re no(p, q') + i 1m no(p, q'), and resolving, one obtains 

2K'[1T' + p + aol Re no(p, q')] 

+ 2aOI1T' 1m no(p, q') - 2my = 0 (27) 
and 

1T'[1T' + 2p + 2ao1 Re no(p, q')] 

- K'[K' + 2aol 1m no(p, q')1 - 2mw = O. (28) 

The solutions of (27) and (28) for 1T' and K' define the 
boundaries of the analytic region in the momentum 
plane, and similar equations may be written for the 
energy plane requiring that w' and y' also satisfy 
either (14) or its conjugate; that is, if dE/dq = 0 then 
dE* /dq :;f:. 0 or the converse, so that the analytic 
momentum region can always be mapped on to one 
haIf of the E plane. A straightforward calculation 
gives 

ow oy 
- m - = m - = K' + aill 1m no(p, q') (29) 

OK' 01T' 
and 

m oy = m ow = 1T' + p + ao1 Re no(p, q') (30) 
OK' 01T' 

so that 
dE ow . ow 
-=--l-. 
dk' 01T' OK' 

(31) 

Comparing (27)-(30) we find that the analytic domain 
defined by (27) and (28) may be divided into regions 
defined by certain properties of the group velocity. 

In region I, OW/01T' = OW/OK' = 0 so that in equi­
librium 

1Ti = -p - aol Re no(p, q'), 

WI = -1Ti2/2m, yi = 1m no(p, q') = O. (32) 

The excitations are undamped but have no oscillations. 
In this region of stationary particle excitations the 
interactions simply add the momentum of the virtual 
field -ao1 Re no(p, q') to the initial particle momentum 
-p and the energy shift is obtained from a straight­
forward renormalization of the kinetic mass. In region 
I the energy region is a conformal mapping, with in­
tercepts y~ = 0, 

of the anaiytic momentum region with intercepts 

1T:" = ±pmax - ail! Re no(Pmax ,qfnax), K~ = 0. 

In region II, OW/01T' = 0, OW/OK' :;f:. 0 and to the 
particle excitations are added stationary collective 
oscillations defined by 

1Ta = - p - aol Re no(p, q'), 

K2 = - 1T22/2m - K~[K~ + 2ao1Im no(p, q')]/2m, 

y~ = m-Ia;;-l1T~ 1m no(p, q'). (33) 

In region II the interactions among particle excitations 
are screened by bound collective modes for energies 
W > 1T'2/2m and the total energy is analytic only if 
aD/ow = 0 in region II. 

In region III, OW/OK' = 0, OW/01T' :;f:. ° so that 

K~ = -ail1 1m no(p, q'), 

w~ = 1T[1T + 2p + 2ao! Re no(p, q')]/2m-K;2/2m, (34) 

y~ = K~[p + ail l Re no(p, q')]/m 

representing the excitation of field particles with 
definite limits on their energies imposed by the 
convergence requirements of no(Pma:x, q;"ax) and 
which have a diffusion length proportional to K'-l. 

In region III the analytic energy region is once more 
a conformal mapping with intercepts 

W~ = -1T~ax/2m 1= 21Tmax 

X [Pmax + 2ao! Re no(pmax, qfnax)]/2m - K'1/2m 

of the analytic momentum region with intercepts 

determined from the convergence requirements of the 
distribution function. This requirement defines the 
threshold for decay of field particle excitations into 
particle pairs. 

In region IV, OW/OK':;f:. 0, OW/01T':;f:. ° and the 
field excitations propagate as free particle excitations 
in the continuum with 

For undamped excitations in region I, 17"~ = -p -
a;l Re no(p, q') and w~ = -1T~2/2m Tfiducing to the 
initial state in the zero coupling limit. The second term 
is thus the momentum of the "polarization" field due 
to the dressing of particles by their interactions and 
the particle excitations have undamped stable states 
in the interacting system. In region II if y~ = o~ 17"; 
and K~ remain invariant. In region III if y~ = 0, 
w~ = 17"'2/2m and K~ is invariant. Hence undamped 
excitations may occur in all three regions. 



                                                                                                                                    

COMPLETE EXCITATION SPECTRA 1003 

The renormalized phase velocity, as well as all 
other physical observables· in the interacting system, 
may be obtained from the statistical averages over 
the new distribution function, which we obtain from 
the solution of (22). The result is 

N(k, x, t) = no(k) 
- -qox -iEt 

~ 10 ~ 10 o_n_e __ e __ _ + £., 1m £., 1m 3 3 1 
E E-+Es' q q-+q,' (%E)(o /oq )G- (p, q, E) 

o 0 A[ (J + S d3kG(p, q, E)fi']e-qoXe-iEt 
+ L hm Lhm 3 1 

E E-+E" II q-+q" (0/OE)(03/oq )G- (p, q, E)D(p, q, E) 

+ principal value integrals, (36) 

where E: and q: are solutions of the single particle 
dispersion equations, 

G-1(p, q, E;) = lim (E -+ E;)(Ep - Ek + E) == 0 (37) 

and 

and q" and E" are solutions of the appropriate 
eigenvalue equations in the second term; there are, 
however, only two sets of values corresponping to the 
solutions of Eqs. (24), (25), (37), and (38), as the free 
field equations, r-l = 0 and oar-l/oq3 = 0 have only 
the trivial solutions, q f' = E; = o. As we have already 
found q' and E' which appear also in (23), there 
remain only the single-particle eigenvalues obtained 
from (37) and (38). They are 

1T; = - p, K; = 0, E; = - p2/2m, (39) 

the familiar results for non interacting particles. Now 
carrying out the operations in the denominator of the 
second term we find that G-I D = 0 and 

(oa/ot)(o/OE)G-ID = (04/oq4)G-ID 

yield either G-I = 0 or D = 0, and therefore either 

G-I03D/oq3 = 0 (G-I ~ 0) 

or D 03G-I/oq3 = 0 (D ~ 0), which give just the two 
sets of eigenvalue equations we have already found 
for the single particle and field excitations. Hence the 
distribution function separates quite naturally into 
two parts, a short-range contribution 

n.(k, x, t) = A L lim L lim 
E E-+-p/2m q q-+-p 

A I [ (J + S d3kG(p, q, E)fi']e-Oo"e-iEt 
X (40) 

D(p, q, E)(0/oE)(03/oq3)G-I(p, q, E) 

plus principal value terms, and a long-range contri-

bution 

nz(k, x, t) = A L lim L lim 
E E-+E' 0 0-+0' 

Al [ (J + S d3kG(p, q, E)fi']e-Oo"e-iEt 
X , (41) 

G-l(p, q, E)(0/oE)(03/oq3)D(p, q, E) 

where the eigenvalues of n. are the single-particle 
values and those of nz are those for the field. Al and A2 
are constants resulting from the partial fraction 
expansions. The remaining terms in the denominator, 
(oG-l/oE)(03 D/oq3), (oD/oE)(03G-l/oq3), D 03G-l/oq3, 
G-l 03 D/oq3, contribute only to the principal part in 
the limits oG-I/oE = 00, oD/oE = 00, D = 00, and 
so on. 

The distribution (36) now consists of a noninter­
acting single-particle contribution independent of the 
coupling strength, plus two interaction terms, both A 
dependent and representing the long-range and 
short-range parts of the correlations, plus principal 
value terms. The noninteracting single-particle contri­
bution diverges however due to the vanishing of 
( 04/ oq4)G-l as q -+ q; unless ii = 0 in the limit; this 
means there can be no noninteracting single particle 
contributions to the interacting part of the distribution. 
The divergence in ns due to vanishing of 04/oq4G-I 
in the limit is canceled by a divergence of the same 
order due to D(q, E) in the denominator. Thus 

lim (q -+ - p) lim (E -+ - p2/2m) 

X [q2 - E2/C2 - a;;-lfd3k 2 no(p, q) ] 
-q -2pq+mE 

2 4/ 2 -11. ( ) qpno(p, q) = p - p c - ao 1m q -+ - p 
-2q - 2p 

(42) 

diverges in the same manner as (04/oq4)G-l approaches 
zero. 

The principal value contributions to both U(x, t) 
and n(k, x, t) can be separated into contributions due 
to the integrations along the boundaries of the 
analytic regions plus terms from the nonanalytic 
regions. The boundary contributions, represented by 
the Cauchy principal values, are just the arithmetic 
averages of the contributions inside and outside the 
analytic domain and of course represent the collective 
excitations of the system. The nonanalytic parts then 
represent the uncorrelated background fluctuations. 
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Conditions under which a Laplace transform L{F(t)} = f($) may be analytically continued, by means 
of an asymptotic expansion of F, outside the half plane of convergence of the Laplace transform integral 
are investigated. For t > k define Rs by 1'(t) = rP{I~=()a,.t-" + R~t)}forsomefixedflwithRefJ < 1 
and suppo~ that Fis integrable on [O,k) forsomek.~ O. First, it is shown that if Rs(t) = O~N!(c:lt)N+t} 
unifonnty In Nand t > k for some l1 > O. then the smgular part of/ at s = 0 can be determined In terms 
of a/, If fl is an integer, then in some neighborhood of s = 0 it is shown that 

-P 
L{F(t)} = SP-1 I Qir(1 - i - fJ)Si + (log s)g(s) + h(s), 

i=O 

whereg andh are analytic at s = Oandg(s) == Ii':l (-l)iaj_psH/(i - 1)!. IffJisnotaninteger, in some 
neighborhood of s == 0 it is shown that L{F(t)} = SP-lg(S) + h(s). where g(s) = Ii':oa,r(l - i - fl)si, 
with g and h analytic at s = O. Second, if the estimate on R~t) holds uniformly in N and in the 
complex t plane in the region (It I > k) (\ <Iargtl < (i1/') + A) for some A> O. then the analytic 
continuation of / can be determined in terms of the Q.. For any k' > k and for larg .1'1 < 1/' 
we have L{F(t)} = S:' e-"F(t)dt + S: a(t}r(2 - fl, k'(s + t»(s + 1)/1-2 dt. where r is the incomplete 

ganmIa function and a(t) is the analytic continuation of Ii':o a.ti/i!' If k = 0 in the hypotheses, then with 

a slight further restriction on F(t) one has L{F(t)} = r(2 - fJ) S: a(t)(s + t)p-I dr. A generalization and 
application to a problem in nonrelativistic dispersion theory which includes a Coulomb potential 
are discussed. 

I. INTRODUCTION 

A.~ 

To solve a nonrelativistic potential scattering 
problem by the method of partial wave dispersion 

relations it is necessary to know the location and 
nature of all the singularities of the scattering ampli­
tude A(q) in the upper half q (momentum) plane. 
Allowing for the possible presence of a Coulomb 
potential, an integral equation for the partial wave-
function U(q, r) is . 

U(q, r) = f(q, r) 

- M L'" f(q, r <)l/+)(q, J'»V(r')U(q, r') dr', 

where M is twice the reduced mass, V is the nuclear 
potential, and f and 1)(+) are regular and irregular 
Coulomb functions, respectively, defined by 

f(q, r) = rL+1eiqr<l>(L + 1 + itJ.2L + 2, -2iqr). 

1)(+I(q, r) 

= D(q)rL+l~(L + 1 + i'fj,2L + 2, -2iqr), 

where <l> and 'Y are confluent hypergeometric func­
tions,I 'fj = Me2/2q with e the common charge of the 

scattering particles, and D(q) is chosen to make the 
Wronskian frl)<+l - fl)~+} = 1, 

D(q) = _ie-ilTL(2q)2L+lr(L + 1 + i'fj)Jr(2L + 2). 
The dependence upon the orbital angular momentum 
quantum number L has been suppressed in the nota­
tion. r < (r » denotes the smaller (greater) of rand r', 
f is an entire function of q for all finite r. f)H) is analytic 
in the q plane except for q = 0 and some points on the 
negative imaginary q axis which accumulate at q = 0, 
but approaches a unique limit as q -+ 0 along any 
path which avoids astnall sector containing the 
negative imaginary axis.2 

The integral equation is equivalent to the differential 
equation for r > 0: 

[
d

2 + II Met. L(L + l)JU( ) - q --- q r 
dr2 r r2 • 

= MV(r)U(q, r), 
and the two conditions: U(q.O) = 0 and U(q,r)-+ 
f(q, r) + A(q)g(+)(q, r)as r-+ 00. f and 1)(+) are solutions 
of the differential equation with V(r) = O. A(q) is the 
scattering amplitude. From the integral equation for 
U, A(q) is seen to be 

A(q) = -M L"'f(q, r)V(r)U(q, r) dr. 

The units are such that Ii = c = 1. 1 Bateman Manuscript Project. Higher Transcendental Functions 
(McGraw-Hill Book Company, Inc., New York. 1953). Vol. 1, 
Chap. VI. I L. HeUer and M. Rich. Phys. Rev. 1 ..... . 1324 (1966). 
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For a potential VCr) which is a superposition of 
exponential potentials, 

VCr) = LXl a(ex)e-ar dex, 

and such that VCr) is less singular than ,-2 at r = 0, it 
is known3- 6 that the only singularities of A(q) in the 
upper half q plane are: branch points at q = tnift, 
n = 1, 2, 3 ... ; possible bound state poles; and an 
essential singularity at q = 0 which, however, is of 
no consequence6 for contours which avoid a small 
sector containing the negative imaginary q axis. 

Furthermore the discontinuity in A(q) across the 
upper imaginary q axis, 

lim [A(q + €) - A(q - €)], 

which is the needed input for the dispersion relation, 
is correctly given3 in the region tft::;;; -iq < 
len + l)ft, except at bound state poles,? by the sum 
of the discontinuities of the first n Born approxi­
mations to A(q), whether or not the Born series con­
verges. The nth Born approximation is obtained by 
putting the (n - 1) iterate for U from the integral 
equation into the above expression for A(q), the 
zeroth iterate being f. 

The problem arises, therefore, of how to determine 
the location and nature of the singularities of a given 
Born term. If one can find an analytic expression for 
the desired integral (which is n dimensional in nth 
Born approximation) then the problem is essentially 
solved. In general, however, one cannot find analytic 
expressions for these integrals8 and this leads to the 
attempt to find a general way. of extracting their 
singular parts. Looking at the first Born approximation 
for a Yukawa potential, the integral under considera­
tion is 

Since the integrand is an entire function of q for each 
fixed r, the existence of singularities of the integral is 
associated with a failure of the integral to converge at 

3 H. Cornille and A. Martin, Nuovo Cimento 26, 298 (1962). 
4 D. Y. Wong and H. P. Noyes, Phys. Rev. 126, 1866 (1962). 
• J. R. Rix, thesis, Harvard University (1965). 
• See Appendix A of Ref. 2, and Appendix B of A. Scotti and 

D. Y. Wong, Phys. Rev. 138, BI45 (1965). 
7 If the rest of the discontinuity is known exactly, then omitting 

the discontinuity at the bound states has no effect on the solution 
of the dispersion relation. 

S Some problems which have been solved analytically are the 
first Born approximation for a Yukawa potential without charge 
and with charge (see Ref. 4 for the latter). The second Born approxi­
mation for a single Yukawa without charge has been treated in 
P. M. Morse and H. Feshbach, Methods of Theoretical Physics 
(McGraw-Hill Book Company, Inc., New York, 1953), Vol. II, 
p. 1082, and in M. Luming, Phys. Rev. 136, BI120 (1964). 

its upper limit. There are two distinct series in the 
asymptotic behavior of f, one of which has a common 
factor of exp (iqr), and the other of exp (-iqr). 
Therefore f2 has three distinct series with common 
factors of exp (2iqr), 1, and exp (-2iqr). When these 
three kinds of terms are put into the integral, it is 
reasonable to expect that only exp (-2iqr) can 
produce singularities in the upper half q plane since 
the integrals involving terms of the other two types 
will converge if 1m q ~ O. Defining 

where s = ft + 2iq, puts the integral in the form 

B(s, r) does not have any increasing exponential 
behavior at r = 00. If B were independent of s, this 
integral would be a Laplace integral. If B were 
weakly dependent on s, the analytic properties of 
the integral should differ little from those of a Laplace 
integral. In Sec. VI this generalization of a Laplace 
integral (or transform) is discussed. 

B. Outline 

For F(t) integrable on each finite subinterval of 
[0, (0), as is well known, the one-sided Laplace 
transform 

f(s) = lim (We-stF(t) dt == L{F(t)} 
w~C() Jo 

defines, in general, a function of a complex variable 
s which is analytic in a half-plane Re (s) > ex. Unlike 
power series, there may not be singularities of f(s) 
on the axis of convergence, Re (s) = ex, of L{F(t)}. 
In the literature there seem to be few criteria for 
determining singularities of f(s). 9 

Our purpose is to show how term-by-term applica­
tion of the Laplace transform to the asymptotic 
expansion of F(t) sometimes gives information on 
singularities of f(s) on the axis of convergence. 

Any singularity of L{F(t)} results from the behavior 
of F(t) as t -- 00. This should be reflected in an 
asymptotic expansion of F(t) as t -- 00, say ~:oa/-i. 
But 

fX'e-stt-idt = [(_1)i/(i -1)!si-l]logs 

+ (entire function of s) 

9 G. Doetsch, Handbuch der Laplace Transform (Birkhiiuser, 
Basel, 1950), Vol. I; (1955), Vol. II; (1956), Vol. III. 
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for i a positive integer.1o If Fis integrable on (0,1) we 
have, proceeding formally: 

L{F(t)} = fooe-st(Ia;t-i) dt + ee-stF(t)dt 
J1 ,=0 Jo 

= ao + log s (I (~lYai Si-1) + h(s), 
s i=l(1 - 1)! 

where perhaps h(s) is analytic at s = O. For reasons 
discussed in part A of this Introduction, one is inter­
ested only in /(s) = L{F(t)} modulo a function analytic 
at a singularity of /(s). The above expression for /(s) 
provides a convenient decomposition of/(s) at s = 0; 
/(s) is expressed as the sum of a function analytic at 
s = 0, a function ao/s, and the product of log s and a 
function analytic at s = O. The purpose of this paper 
is to find justification for this formal procedure. 

Doetschll states a theorem that if F(t) is asymptotic 
to 

N 

! c.t«·(Re OCo > Re OC1 > ... > Re OCN > -1) 
• =0 

for t -+ 00 then near s = O,/(s) is asymptotic to 

N 
! c.r(1 + OC.)S-l-«. 
.=0 

in the right half-plane. Only those powers of tare 
included which give infinite singularities at s = O. 

Section II gives a stronger theorem under which a 
weak Watson condition on the asymptotic expansion of 
F permits the determination of the complete singular 
part of L{F} at s = O. An application of this theorem is 
given in Sec. III. Section IV gives another theorem under 
which a strong Watson condition on F ensures that 
s = 0 is the only singularity of L{F} in larg sl < 71' + A. 
for some A. > 0, and gives a formula for the analytic 
continuation of L{F} to that portion of the complex 
plane. Section V gives an example of the application of 
Theorem 2. Section VI discusses the problem mentioned 
in part A of this Introduction and outlines a generaliza­
tion of Theorem 1. Section VII reviews the literature 
on estimates on the remainders of asymptotic series 
which are necessary to apply these theorems. 

The term "Watson condition" arises from 'G. N. 
Watson's investigation of the characteristics of certain 
asymptotic expansions.12 

The first theorem ofthis paper can be regarded as an 
example of a more general phenomenon where a linear 
transformation T is given and the term-by-term appli­
cation of T to a general expansion F'"'-'! F", yields, 

10 See Ref. 9, VoL I, p. 468. 
11 See Ref. 9, VoL II, p. 97. 
.. G. N. Watson, PhiL Trans. Roy. Soc. London (A) 211, 279 

(1912). 

in general, an expansion T(F) '"'-' ! T(Fn) '"'-'! In. 
The expansions F(t) '"'-' ! Fit) are usually associated 
with a certain region of t space and have an "error 
term" R(N, t) which satisfies various conditions. 
Other examples of this phenomenon are discussed 
under titles such as "Watson's lemma." See Erdelyj13.14 
and Erdelyi and Wyman.1S 

Throughout, the term "continue" is short "for 
"analytically continue." 

II. FIRST THEOREM AND PROOF 

Theorem 1: Suppose F(t) is a function, real or 
complex valued, defined and continuous on (0, (0) 
and for t > k: 

where 

F(t) = t-P[ioa;r-i + RN(t)} 

RN(t) = O{N!(O'/t)N+1} 

uniformly in Nand t > k. Without loss of generality, 
restrict Re (3 < 1. k and 0' are fixed positive numbers . 
Suppose F(t) is integrable on [0, k]. Then L{F(t)} is 
analytic for larg sl < t7l', s ¢ 0, and in some deleted 
neighborhood of s = 0, whose radius is proportional 
to (}1, the continuation of L{F(t)} has the form, in 
case {3 is an integer, 

-P 
SP-1! air(1 - i - (3)Si + (log s)g(s) + h(s), 

i=o 

where g and h are analytic at s = 0 and 

g(s) = i ~_1)i ai_psi- 1• 
i=l(1 - I)! 

For (3 not an integer, the continuation of L{F(t)} has 
the form 

sP-1g(S) + h(s), 

where g and h are analytic at s = 0 and 

00 

g(s) = ! air(1 - i - (3)Si. 
i=O 

Remark: The condition on RN(t) is called the weak 
Watson condition. 

Since the proof is somewhat involved, we first 
outline it. An estimate of an shows that an = O(n! O'n). 
We then construct the series !;:o anun/n! = a(u) which 
is convergent for lui < 1/0'. [a(u) is called the Borel 
transform of the series ! ant-n.] Using a(u) , we 
construct a function F(t) and show that/{s) = L{F(t)} 

13 A. Erdeiyi, Asymptotic Expansions (Dover Publications, Inc., 
New York, 1956), p. 34. 

Ii A. Erdeiyi, Arch. Ratl. Mech. Anal. 7, 1 (1961). 
15 A. Erdeiyi and M. Wyman, Arch. RatL Mech. Anal. 14, 239 

(1963). 
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satisfies the conclusion of the theorem, considering 
separately the cases {3 an integer and (3 not an integer. 
We then show that F(t) - F(t) = O(e-ht) for some 
b > 0 and thus that L{F(t) - F(t)} is analytic at s = O. 

Proof From the hypothesis there exists K such that 
for t > k: 

Let N > O. 

laNI ~ (IRN- 1 1 + IRNDtN ~ KN! aN[(l/N) + (a/t)] 

~ KN! aN[(l/N) + (a/k)] ~ KN! aN, (1) 

where K = K(1 + a/k). Thus the series 
00 

a(u) = ! (an/n !)un 

n=O 

is convergent for lui < 1/0'. PutT = 1/(40') and define 

F(t) == t1- P LTe-tua(u) duo (la) 

For Re s > 0 and u ~ 0 we have 

r(2 - (3)(u + S)-(2-P) = 5000 

e-(Hu)tt1- P dt. (2) 

For Re s > 0 define 

!(s) = 50
00 

e-stF(t) dt, (3) 

and using (1a) and (2) obtain for Re s > 0: 

!(s) = 50
00 

e-stt1
-

p{f: e-tua(u) dU} dt, 

!(s) = f: a(u){Loo e-(s+u)tt1
- P dt} du, (4) 

!(s) = r(2 - (3) L'a(u)(u + S)-(2-P) duo (5) 

Since the iterated integral in (4) is absolutely con­
vergent for Re s > 0, the interchange of order of 
integration is justified. The integral (5) defines an 
analytic function of s in the s plane cut along [- 'T, 0].16 
We write from (5): 

" 00 a JT un 
j(s) = r(2 - (3)! --.!!. 2-P du 

n=O n! 0 (u + s) 
(6) 

since the series! (an/n !)un is uniformly convergent on 
[0, 'T]. 

16 Another way than that below to discuss the analytic properties 
of j(s) is to integrate (5) by parts until u + s is raised to a positive 
power and then to break up the remaining integral into two pieces: 
0->- -s and -s ->- T. The first integral together with the integrated 
terms gives the desired answer and the second is analytic at s = O. 

Suppose (3 is not an integer. Then 

!(s) = r(2 - (3) ~ an 
n=O n! 

x {i (n) (_s)n-v [(s + 'Ty-l+P _ sV-l+P1}. 
v=O v {3+v-l 

(7) 
Using (1), we have 

= ! lasl n 1 + 1 + -K 00 ( I 'T I)n 
min 1{3 + 'III n=O S 
v2:-1 

~ . K ~ (2 lasl + 1)n. 
mIn 1{3 + 'III n=O 

(7a) 

v2:-1 

In the circle lsi < 1/(40') 

i an i (n) (_s)n-v (s + 'TY = i Gn(s) 
n=O n! v=O V {3 + v - 1 n=O 

is, from (7a), a uniformly convergent polynomial series 
and consequently represents an analytic function of s 
in that domain. In particular, it is analytic at s = O. 
For the remaining part of (7) we have, using problem 
9 on page 260 of Whittaker and Watsonl7 : 

_ ~ an i (n) (-st-
V 

sv-l+P 
n=on!v=o v (3+v-l 

00 r({3 - 1) = _SP-l! an( _s)n ----'.!._-----' 

71=0 r(n + (3) 
sfJ-1 00 

= ! anr(l - n - (3)sn. 
r(2 - (3) n=O 

Thus, for {3 not an integer, we have 

!(s) = sfJ-1 (~oansnr(l - n - (3») + h(s), (8) 

where h(s) is analytic at s = 0 and the series is con­
vergent for lsi < 1/0'. 

17 E. T. Whittaker and G. N. Watson, A Course of Mod~n 
Analysis (Cambridge University Press, Cambridge, England, 1950), 
4th ed. 
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If f3 = 0, then from (6), 

As) =! an {i (n)( _s)n-v [(s + 'T)"-1 _ SV-l] 

n=on! v=o v v-I 
v"l 

+ n( -st-1 log s : 'T} 

(1 s + 'T) ~ an ( _1)n-l n-l = og-- k s 
S n=1 (n - I)! 

+! an i (n)(_s)n-v [(s + t)v-1 _ SV-1]. (9) 
n=O n! v=o V v-I 

v"l 

As before, the series 

! an i (n)(_s)n-v (s + 'T),-1 
n=O n! v=o v v-I 

v"l 

is uniformly convergent to a function analytic for 
lsi < 1/(4a). The omitted term corresponding to v = 1 
is not essential. From the other contribution to the 
double sum in (9) the n = 0 term is explicitly evaluated 
as ao/s and. we now examine the remainder. Again 
using (1), we have 

~ an ~ n -S v-I 

l
oon ( ) ()n-v I 

n-1 n! V=O v v-I S 
v"l 

00 

= 2Ka ~ 12asln • 
n=O 

Thus if lsi < 1/(2a), 

! an i (n) (_s)n-- v-I 

n=l n! v=O v v-I S _"I 
is uniformly convergent to a function analytic for 
lsi < 1/(2a). Thus, from (9), we have for f3 = 0, 

]I, 00 a (l)n a 
J(s) = log s ~ n - sn-1 + ..J! 

n=l(n - I)! s 

+ (function analytic at s = 0), (10) 

where the series is convergent for lsi < l/a. 
If f3 is an integer, one writes for t > k: 

-P-1 N 
F(t) = ~ arP- i + 1: ait-P- i + t-PRN(t)· 

i=O i=-P 
The first summand on the right side is treated sepa­
rately. The theory developed above for the case 
f3 = 0 can be applied to the second summand and 
remainder by defining bi == ai_p, except that the 
estimates on the bi now include an extra factor 

(a')i which can be absorbed into the a of the hypoth­
esis. 

To complete the proof, we show that the Laplace 
transform of F(t) - F(t) is analytic at s = O. Inte­
gration by parts N + 1 times of the formula (la) gives 

F(t) = t-P ~ ann _ e-tT ~ a n'T 
[ 

N N (n)() 

n=O t n=O t 

and hence 

F(t) - F(t) = [o( N! (~r+1) + e-tTioa(:~'T) 

- t-N iT e-tt'a(N+1) (u) du }-p. (11) 

We need to estimate 

a(n)(u) =! avu
v
-

n 

v=n (v - n)! 
We have 

00 vI a V 

la(n)(u)1 ;:5; K ~ . lul v- n 

v=n (v - n)! 

= Kn! ! (V) aV lul v
-

n 

v=n n 

= Kn! lul-n ! (P + n)(aIUl)l>tn 
2>=0 n 

= Kn! an (1 - alul}-(n+l). (12) 

Using (12), we have for t > k that 

e-tT ~ a n'T = 0 e-tT ~ n ~ (ta)n 
N (n)() ( N I ) 

n=O t n=O t 
and 

t-N iT e-tua(N+l)(u) du 

= o(rN~+l(N + 1)!J: e-tU(1 - au)-N-2 dU) 

= O(t-N~H(N + 1)!i
T
(1 - au)-N-2 dU) 

= O(t-N~+l(N + I)! (1 - a'T)-N-l - 1) 
a(N + 1) 

= o (t-NGN+l(N + I)! (1 - G'T)-(N+l)) 
a(N + 1) 

= O(N!(4a/3t)N). 

Thus, from (11), 

F(t) - F(t) = rRep{o( N! (~:r) 

+ o(e-
tTJon!(7r))} (13) 

uniformly in Nand t > k. 
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We want to show that F(t) - F(t) falls off suffi­
ciently rapidly (exponentially) as t -- 00. Since the 
two functions on the right side of (13) are functions 
of t and N, with the bound being uniform in N, we 
may choose any value of N giving the desired result. 
The choice is made by finding, for each value of t, the 
N value which (approximately) minimizes the first 
term on the right side of (13). Put f = 3t/4(1 and 

g(N, f) = r(N + l)f-N • (14) 

Contour lines of g are shown in Fig. 1 where we now 
regard N as a continuous variable. We have that 

og/oN = g[-log f + (d/dN) log r(N + 1)] 

= g[-log f + 1jJ{N + 1)]. 

Along the curve in the (f, N)plane defined by og/oN = 
o or 

f = exp [tp(N + 1)] (15) 

g has a minimum value for fixed' f. A formula in 
Whittaker and Watson17 (page 248) gives 

tp(N + 1) - log N = log (1' + 1.) + 1 
N 2(N + 1) 

_ (OO[! _! + _1_Je-tIN+1) dt. (16) 
Jo 2 t et 

- 1 

As N -- 00 the right side of (16) -- O. Thus from (15) 

f--N 

along the line og/oN = 0 as N -- 00. Hence choose N 
to be the largest integer in f = 3t/4(1. Using 

r(N + 1) = (27T)tNN+te-Ne9/12N 

for N > 0, 0 < () < 1, 

Nt = O(e6N) 

for any {) > 0, uniformly in N > 0, and 

e9/12N = 0(1) 
gives 

r(N + 1) = 0[NNe-11-6)N] 

and therefore 

g(f, t) = O{ e-I1- 6)3t/4,,}. (17) 

We now examine the second term on the right side 
of (13). For 1 ~ n ~ N = [3t/4(1] we have 

n! (4(1/3t)n ~ (n - I)! (4(1/3t)n-l. 
Hence 

e-tT !n!(4(1)n ~ e-tT(N + 1) ~ e-t/4a(l! + 1) 
n=O 3t 4(1 

= 0(e-II- 6)t/4,,). (18) 

T 

2 4 6 8 10 

N 
FIG. 1. Contour lines of g = r(N + l)t-N • 

The combination of (13), (17), and (18) together 
with the entirety of J~ e-8tF(t) dt shows that L{F(t) -
F(t)} is analytic for Re S > -t(1. Thus 

L{F(t)} = L{F(t)} + h(s), 

where h(s) is analytic for Re s > -1/4(1. Use of (8) 
and (10) completes the proof of the theorem. 

We remark that some of the work involved in 
proving Theorem 1 involves questions of convergence 
of polynomial series near s = O. Such questions arise 
in a very similar context in the excellent book of 
Kline and Kay,IS where it would seem they are not 
adequately dealt with. See in particular page 309, lines 
11 and 12 of Ref. 18. 

m. EXAMPLE AND DISCUSSION 

It is known19 that 

L{et Ei (-t)} == L{-et (00 e-uu-l dU} = (log s) , 
Jt (1 - s) 

which is analytic in the sector larg sl < 27T except for 
the logarithmic branch point at s = O. We have, by 
integration by parts of the integral N times, that 

etEi(-t) = f(_1)i(i -.1)! 
i=l t' 

+ (_I)N+IN!et (OO e-
u 

du 
Jt UN+1 

and hence IRN(t) I ~ N! t-1N+l) for t > O. Since 

18 M. Kline and I. W. Kay, Electromagnetic Theory and Geometric 
Optics (lnterscience Publishers, Inc., New York, 1965). 

11 See Ref. 9, Vol. II, p. 166. 
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et Ei (-I) is integrable on (0, k) for any k> 0 the 
theorem applies with {J = 0, ao = 0, and a j = 
(-I)i(i - I)!, i ~ 1, and implies that 

L{etEi(-t)} = 10gs(~/-1) + h(s) 

= (log s) + h(s), 
(1 - s) 

where h(s) is analytic at s = O. In this case h(s) == O. 
To show the requirement of uniformity in the 

estimate of RN in the theorem cannot be completely 
dispensed with, consider/(s) = L{exp (-t i )}. Re s = 
o is obviously the axis of convergence of /(s). Also, 
since exp (- Ii) > 0, s = 0 must be a singular point 
of /(S),20 But exp (-t i ).-.." Z:'o Oltn and the theorem 
would say (without the uniformity requirement) that 
/(s) is analytic at s = 0, That 

exp (-t~ ¥= O(N!(ef/t)N+l) 

for any ef > 0 uniformly in Nand t > some T > 0 is 
clear from Sec. II, since choosing N = tlef makes the 
right side decrease as exp (-t/ef). 

IV. STRONG WATSON CONDmON AND 
UNIQUENESS OF SINGULAR POINT 

In this section we state a condition on F (to be called 
strong Watson condition) under which s = 0 is the 
only singular point of L{F(t)} in some sector -TT -

A < arg s < TT + A (A > 0). And we obtain the con­
tinuation of L{F(t)} through this sector. 

We say that fez) satisfies the strong Watson con­
dition if P is regular in the set (see Fig. 2): 

D(A, k) = {z Ilzl > k, larg zl ::;; iTT + A}, 

where k is a non-negative number and A is a positive 
number, and 

N 

fez) = Z aiz-i + RN(z), (19) 
i=O 

where 

RN(z) = O{N! (ef/lzI)N+l} (20) 

uniformly in Nand z in D(A, k) for some fixed ef ;> O. 
Watsonl 2.21 shows that if P(z) satisfies the strong 

Watson condition, then the Borel transform of the 
series (19): 

00 a 
aCt) = Z ....!! tn 

1>=0 n! 
(21) 

can be continued in the I plane so that a(t) is regular 

10 See Ref. 9, Vol. I, p. 153. 
11 G. H. Hardy. Divergent Series (Oxford University Press, 

Oxford, England, 1949), pp. 191-195. 

FIG .2. The region D(A, k): Izi > k and larg zl :::; i1T + A. 

in the angle larg II < A; and 

p(z) = looe-wa(;) dw 

for Izi > k and larg zl < A. In addition Watson 
(page 309 of Ref. 12) shows that 

p(z) = z looe-zta(t)dt (22) 

for Re z > k, the integral being absolutely convergent. 
Further, for larg tl < A: 

aCt) = -. f - -du, 1 i (u)eU 

2m L t U 
(23) 

where the contour L is the boundary of the domain 
D('II, I) (see Fig. 2) with 0 < 'II < A and I> k Itl. 
The contour is described from below. 

For example, if pet) = et Ei ( - t), then 

aCt) = f(-I)" tn = -log (1 + t). 
n=l n 

We need the incomplete gamma function: 

rear;, X) = J: e-lIy«-l dy (IXI > 0) (24) 

x = 0 is a branch point of r. When arg X = 0 the 
path of integration is a straight line on the positive 
y axis. The path is to be deformed continuously in the 
region Iyl > 0 as arg X varies. 
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We now make the following assertion. 

Theorem 2: Suppose for some p with Re p < 1, 
ziJF(z) satisfies the strong Watson condition and F(z) 
is integrable on [0, k] and not identically zero. (a) In 
the sector larg sl < 7T + A, the continuation of 
L{F(t)} has precisely one singularity, s = 0, and the 
continuation of L{F(t)} to all points s with larg sl < 7T 

is given by 

[k'e-stF(t) dt + [00 aCt) r(2 - p, k'(s + t» dt, (25) 
Jo Jo (s + t)2-iJ 

where k' > k and aCt) is the auxiliary function defined 
by (19) and (21). (b) Further, suppose k = 0 in the 
strong Watson condition and F(t) = O(IW) with 
IX > -1 as t -- 0 in D(A, 0). Then the continuation 
of L{F(t)} to all values s in the sector larg sl < 7T is 
given by 

r(2 _ P) [00 aCt) dt. 
Jo (s + t)2-iJ (26) 

By contour change (25) and (26) can be used to con­
tinue L{F} into the sector larg sl < 7T + A. 

Proof. We first give an outline of the proof. We choose 
any k' > k and write for L{F(t)} [with F(z) = ziJ F(z)]: 

L{F(t)} = Sooo e-stF(t) dt 

= [k'e-8tF(t) dt + [00 e-stt-iJ F(t) dt. (27) 
Jo Jk' 

We then substitute in the second integral of (27) 
Watson's expression (22). for F(t), justify and inter­
change order of integration for Re s > 0 and finally 
obtain (25) above. The expression (25) provides the 
continuation of L{F(t)}. We then, by deforming a 
contour slightly, continue across the negative real 
axis. Formula (26) is obtained from (25) from right 
continuity (under suitable restrictions on F) in the 
variable k' at k' = O. 

The first integral in (27) is an entire function of s 
since Fis integrable. Now consider the second integral 
in (27). Substituting for F from Watson's result (22) 
we have 

1~ e-stt-iJ F(t) dt = 1~ e-stt1-iJ{fooo e-t1a(i) dl} dt. (28) 

Now suppose Re s > O. Then 

L~ le-stlltl-iJl{!ooo le-tllla(l)1 dl} dt 

= L~ e-<Reslttl-Re iJ{L'X) e-t1Ia(t)1 dl} dt 

= fOla(i)l{i~ e-«ResHl)ttl- ReiJ dt} di 

= [00 a(l)1 r(2 - Re p, k'(Re s + 1)) di. (29) 
Jo I (Re s + l)2-Re iJ 

We show that the last integral in (29) is convergent 
for Re s > 0 and thus, by Fubini's theorem, that the 
interchange of order of integration in (28) is per­
mitted and obtain for Re s > 0 and larg sl < !7T: 

L~ e-stt-iJ Pet) dt = Sooo a(i){L~e-(S+l)ttl-iJ dt} di 

= [00 a(l) f(2 - P. k'(s + i» di. 
Jo (s + l)'l;-IJ 

(30) 
We now prove the following lemma. 

Lemma: If aCt) is such that J;' e-k'Ua(u) du is ab­
solutely convergent, then the last integral in (29) is 
convergent for Re s > 0; the last integral in (30) is 
uniformly convergent in any closed bounded region S 
where larg sl < 7T and s :F O. Hence the last integral 
in (30) is analytic for larg sl < 7T, s :F O. 

Proof. We record an estimate of22 f(lX, X): for 
larg XI < !1T, one has 

r(1X, X) = XIX-Ie-x[I + 0(X-1)] 

as IXI-- co. 
To prove the assertion about uniform convergence, 

write (using the above estimate of f) 

[00 dt la(t)IIf(2 - p, k'(s + t)1 
JR I(s + t)2-1I1 

~ Ik,I-iJlle-k'sl [001[1 + o( 1 )Jlla(t)1 e-k't dt 
JR k'(s + t) I(s+ t)1 

~ Iktl-IJI e-
k'Ml[I + o(+)J roola(t)1 e-k't dt, 

M2 kM2 JR 
where 

and 

Ml = min Re (s) 
.eS 

M2 = min 11m sl. 
seS 

Res<O 

(31) 

To prove the last integral in (29) is convergent for 
Re s > 0, replace in (31) p by Re p, s by Re s, Ml by 
Re s, and M2 by lsi. This completes the proof of the 
lemma. 

From the absolute convergence of the integral on 
the right side of (22) for Re z > k follows the absolute 
convergence of 

t(k') = roo e-k'ta(t) dt. 
k' Jo 

22 M. Abramowitz and I. A. Stegun. in Handbook of Mathe­
matical Functions (U.S. Department of Commerce, WasbJngton, 
1964), p. 263. formula 6.5.32. 
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It follows from the convergence of the last integral 
in (29) that the interchange of order of integration 
which occurs in (30) is justified. It follows from the 
uniform convergence of (30) (see Titchmarsh23) that 
it represents the continuation of 

to the s plane cut along the negative axis. 
Since aCt) is analytic in a sector containing the 

positive axis (Watson's result) we continue (30) over 
the negative s axis by writing (30) in the form 

{l-S-S f-S+s foo } a(I)r(2 - p, k'(s + t» + + 2P d~ 
o -H -s+s (s + I) -

where ~ is a small positive number and ~ denotes 

contour integration over a small semicircle about -s 
contained in the sector of analyticity of a( t)( I arg t I < A.). 
(This device is used in Kline and Kay.24) This com­
pletes the proof of part (a) of the theorem. 

We now consider part (b) of the theorem. We need 
first to show that under the hypothesis on F we have 
that 

a(l) = O(t-a-p) (32) 

for real t as t ---+ + co. To this end we express the 
integral in (23) as aCt) = I~=l Ai(t), where A1(t) is 
the part of the integral taken along the circular part 
of the contour L, A2(t) is the part taken along the 
upper straight portion of the contour L, and As(t) is 
that part taken along the lower straight portion. This 
contour is shown in Fig. 2 if A. is replaced by 11 and k 
by I. We have on change of variable to u = leiS that 

Because of the analyticity hypothesis on F, I can be 
any positive number. Hence we can write 

as t ---+ + co. For A2(t) we have on putting u = yt x 
exp (i(t'IT + 11)]: 

A2(1) = _1_ Loo P(yei(h+Vl)ellteXP[i(h+Vl] dy 
2'ITi II=I/t y 

• 8 E. C. Titchmarsh, The Theory of Functions (Oxford University 
Press, Oxford, England, 1939) 2nd ed., p. foo. 

., Reference 18, pp. 288-291. 

and hence 

IA2(t)1 ~.-L max I F(yei(h+vl)1 iEi [I cos (t'IT + 11)]1 
2'IT l/tS,jJ< '" 

= O(t-a-P). 

Similarly, As(t) = O(t-a-P) as t ---+ + co. From this 
we have the estimate (32). 

For k' ~ 0 we have for large R: 

I 

foo aCt) r(2 - p, k'(s + I» dt 1 

JR (s + t)2-P 

< fOO la(t)1 W(2 - p, k'(s + t»1 dt 
- JR I(s + 1)2-f11 

= o{ f'" It-a-PII fOO e-lIy1-P dyl 1 dt}. 
JR Jk'(s+t) I(s + t)2-PI 

(33) 

In the y integral in (33) put y = u + k'(s + t). 
The last expression in (33) becomes 

{ 
foo It-a-PI 

o JR I(s + t)2-PI 

x ILoo e-[U+k'(s+t)][u + k'(s + t)]l-P dul dt} 

- 0 e-k t {l
oo It-a-PI ' 

- R I(s + t)2-PI 

X L'" e-u I [u + k'(s + t)]l-PI du dt} 

O{ f'" It-a-PI -k't 
= JR I(s + t)2-PI e 

X Loo e-u[lu + k'(s + t)l]l-Re p du dt} 

= o{Loo t-2
-
a 

dt} = O{R~+a} 
since oc > -1 and Re p < '1. The third equality is not 
trivial. From the above follows the uniform conver­
gence in k' ~ 0 of the second integral in (25). 

From the uniform convergence it follows that the 
second integral in (25) is -right-continuous at k' = O. 
Hence (25) holds for k' = 0 under the hypothesis on 
P given in part (b) of Theorem 2. This gives (26). 

Alternatively, one could use the estimate (32) of a(t) 
and apply Theorem 4a on page 334 of Widder's book21i 

to obtain (26). This completes the proof of the theorem. 
To show there exist F for which (25) is appropriate, 

but (26) is not, consider F(z) = 1 f(z - b) where Re b > 
O. Choose k = 21bl. Then aCt) = (exp (bt) - l)fb and 
(26) fails to converge for this aCt) . 

15 D. V. Widder, The Laplace Transjorm (Princeton University 
Press, Princeton, N.J., 1946). 
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More generally, if F(z) has any singularity in the 
right half of the z plane, (26) fails to converge. Now 
suppose F(z) is analytic in the right half of the z plane 
and has only a finite number of singularities on the 
imaginary axis, say at Zk (k = 1,2, ... ,n). Suppose 
F(z) = O(lzk - zl"k) as z ->- Zk (Re z ~ 0). If Zk = 0 
as above, we require OCk > -1. If Zk yI= 0, then if we 
require oc > -3, (26) will still converge; i.e., (26) will 
converge under hypotheses weaker than stated in 
Theorem 2. 

We remark that Theorem 2 could perhaps be general­
ized by using Nevanlinna's generalization of Watson's 
result. 26 For example, perhaps A could be zero. For a 
review of Nevanlinna's paper, see Ref. 27. 

V. EXAMPLES OF THEOREM II 

In Sec. III, F(t) = et Ei ( - t) was shown to satisfy 
Theorem 1. It is now shown28 that it also satisfies 
Theorem 2 with k equal to zer,o and A < TT, i.e., 
Itl > 0, larg tl < ITT. One way to do this is to express 
the exponential integral in terms of the confluent 
hypergeometric function as1 

_et Ei (-t) = 'Y(1, 1; t), 

and then the result is a special case of the same 
property for 'Y(a, c; t), at least for Re a > O. Instead 
we demonstrate the result directly, using the form of 
the remainder from Sec. III, 

If iTT < arg t < ITT, then choose the contour shown 
in Fig. 3(a), which is a straight line starting at u = t, 
and passing through u = i Itl. (Closing the contour at 
infinity contributes nothing.) This is equivalent to the 
change of variable u = t + yeiS, with e = i arg t -
iTT, and the real variable y ranging from 0 to + 00. 
Examination of Fig. 3(a) shows that the minimum 
value of lui on the contour is It I cos e, and therefore 

IR (t)1 ::;;; . e e-Rete-liCOSB dy N' Ret 100 

N ItlN+l(cos e)N+l 0 

or 

N' IRN(t)1 < . (34) 
- ItlN+l[cos Ci arg t _iTT»)N+2 

If 0 ::;;; arg t ::;;; iTT, then choose e = 0 [see Fig. 3(b»), 
and the cosine factor in Eq. (34) is replaced by unity. 
On this horizontal contour lui ~ Itl. For arg t < 0 
all contours are reflected in the real u axis. The 

•• F. Nevanlinna, Ann. Acad. Sci. Fenn. (A) 11, 1 (1916). 
17 L. Bieberbach, Fortschritte der Mathematik 46, 1463 (1916). 
18 In Ref. 12 it was shown that et Ei (-t) satisfies the strong Watson 

condition for larg tl < 1T. We extend this result to t1T. 

t._--... 
."" ," arg t 

Co) {bl 

FIG. 3. Contours of integration in the u plane which establish 
that e' Ei (-t) = _et Joo e-"u-1 du satisfies strong Watson condi­
tions for It I > 0, larg tl t< ~1T. (a) tn- ::s; arg t < ~1T. 0 is chosen to 
be (! arg t - !-71). The minimum value of lui on the contour is 
It I cos 0. (b) 0 ::s; arg t ::s; !71. (J is chosen to be zero, i.e., the contour 
is horizontal. The contours are reflected in the real u axis if arg t < O. 

result, therefore, is that 

IRN(t)1 ::;;; AN! aN+l/ltIN+l, 

where A = (J = sec iA, for It I > 0 and larg tl ::;;; 
iTT + A. If larg tl ::;;; iTT, A = (J = 1. Evidently, A must 
be less than TT. 

According to the first part of Theorem 2, the Laplace 
transform of et Ei (-t) has only one singularity, 
s = 0, for larg sl < TT + A < 2TT. Indeed log s/(1 - s), 
which is the Laplace transform in question, does have 
this property. According to the second part of 
Theorem 2, the Laplace transform just given is equal 
to 

(00 aCt) dt 
Jo (s + t)2 

for larg sl < TT, where aCt) was shown in Sec. IV for 
this example to equal -log (1 + t), and the principal 
value is to be used. Integration by parts gives 

_ (00 log (1 + t) dt 
Jo (s + t)2 

_ log (1 + t) 1
00 _ (00 1 dt 

- s + t 0 Jo (s + t)(1 + t) 

=0+-'- ----- dt 1 ioo[ 1 1 ] 
1-s 0 1+t s+t 

In s =--, 
1 - s 

confirming the result. 
For the confluent hypergeometric function 

1 i
ooei4> 

'Y(a c' x) = -, - e-"'tro-1(1 + t)"-a-l dt (35) " rea) 0 

with Re a > 0, 14>1 < TT, and 14> + arg xl < iTT, .the 
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validity of the strong Watson condition can be 
demonstrated for Ixl > 0 and larg xl ::;; !'IT + A, with 
A < 'IT, by expanding 

N g<n)(o) 
get) == (1 + t)c-a-l = ! -- 'In 

n=O n! 

+ - dy(1 - y)Ng<N+1) (ty). tN+1fl 

N! 0 

The result (which we do not prove here) is 

xa'Y(a, c; x) = _1_ f f(M + 1 + a - c) 
r(a) M=O M! f(1 + a -- c) 

reM + a) 
X M + RN(a, c, x), (36) 

(-x) 

where it can be shown that there exist constants A and 
(] independent of N and x such that 

(37) 

and just as in the example of the exponential integral 
A and (] become infinite as A approaches 'IT. A and (] 
depend upon a and c, but can be chosen to be inde­
pendent of them so long as lal and lei are bounded. 

VI. GENERALIZATION AND EXAMPLE 
FROM SCATTERING THEORY 

We now return to the problem mentioned in the 
Introduction, which is not a Laplace transform, but 
is only a slight generalization from the standpoint of 
the theorems in this paper. Changing from the variable 
S to k = !Vt - s), the function under consideration is 

Al(k) = Loo e2kre-llrH(k, r) dr (38) 

where 

with 
a = L + I + Me2j2k and e = 2L + 2. 

As mentioned in the Introduction, H(k, r) is an entire 
function of k. The aim is to show that Al(k) has only 
one singularity for -!'IT::;; arg k ::;; !'IT, namely at 
k = iI-', provided one cuts the k plane from there to 
+ 00, and further to find the singular part of the 
function in a neighborhood of that point. k = 0 
requires special consideration which we defer until 
later. 

The portion of the integral (38) from r = 0 to any 
fixed R is an entire function of k, 'E(k), and therefore 
we are led to consider 

B(k) = Al(k) - E(k) = fRooe2kre-llrH(k, r) dr. (40) 

For k :F 0, use the relation29 

r(c) . 
<I>(a e' 2kr) = e'€a>''Y(a c· 2kr) , , f(c - a) , , 

+ f(e) eida-c)"e2kr'Y(c _ a c' -2kr) (41) 
f(a) , , , 

where the single-valued function <I> has been expressed 
in terms of the multivalued functions 'Y, and one must 
choose 

arg(-2kr) = arg(2kr) - E'IT (42) 

with E = + 1 everywhere, or E = -1 everywhere. In 
Ref. 1 E is taken as + 1 if 0 < arg (2kr) < 'IT, and 
E = -1 if -'IT < arg (2kr) < 0, but either one of 
those relations can be continued in arg (2kr) indefi­
nitely, with E held fixed. We understand arg (2kr) to 
be arg k + (], with (] = arg r. 

From Eqs. (39), (40), and (41), 

B(k) = Bl(k) + B2(k) + B3(k), (43) 
where 

Bl(k) = f2(e) e2iEa" 
f2(c - a) 

X f: e-llre-2krr2L+l'Y2(a, e; 2kr) dr, 

B.ik) = 2f2(c) ei «2a-chr 
f(c - a)f(a) 

and 

X fR
oo 
e-llrr2L+1'Y(a, e; 2kr)'Y(c - a, c; -2kr) dr, 

(44) 

B (k) = f2(e) e2i«a-chr 
3 f2(a) 

X fR
OO 

e-llre2krr2L+l'Y2(c - a, c; -2kr) dr. 

Since all three integrands as well as the multiplying 
functions outside the integrals are analytic functions of 
k for all finite k (except k = 0), the functions Bi(k) 
will be analytic in any region of k for which the 
integrals converge uniformly. If an arbitrarily small 
region containing k = 0 is avoided, then one can 
show directly from (35) that the 'Y functions can be 
bounded uniformly in k by a constant multiplied by 
a fixed power of Irl, for all r on the path of integration, 
provided: largk + (]I ::;; t'IT + A. < -!'lTfor'Y(a, e;2kr); 
and 

larg k + (] - E7T1 ::;; t'IT + A. < !'IT 

for 'Y(e - a, e; -2kr). 
To begin, consider region CD of the k plane: 

29 Reference I, p. 259, formula (7). 
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° =:;; Re k =:;; if.' -~, ~ > 0, 1m k ~ 0, but k oF O. 
See Fig. 4(a). Choose E = + 1. With u = 0 in all three 
integrals of (44), one has 

larg k + ul and larg k + u - ml 

both less than tn-, and the exponentials in the 
integrands are all decreasing. All three integrals 
converge uniformly in k, and therefore represent 
analytic functions of k in this region. 

We want to continue Bl + B2 + Ba beyond region 
CD. For Bl and B2 the expressions in (44) show that 
these two functions have no singularities for - i7T =:;; 
arg k =:;; i7T. It is also clear from (44) that B3(k) is not 
analytic at k = if.' since the exponential is equal to 
unity and differentiating with respect to k enough 
times must lead to a divergent integral. To continue B3 
around k = if.', first rotate the path of integration 
[Fig. 4(b)] in the r plane. See Fig. 4(c). In region CD of 
the k plane any value of u may be used such that ° =:;; u < i7T. By taking u almost i7T, one effects the 
continuation of Ba clockwise around k = if.' into region 
® (almost to the real k axis). A furtht!r rotation of 
the path of integration continues Ba clockwise across 
the real k axis and this is sufficient for the dispersion 
relation application, but this process can be repeated 
for more than one sheet around k = if.', finally being 
stopped by the requirement on larg k + u - mi. 

To continue Bl + B2 + Ba counterclockwise around 
k = if.', start over in region CD, this time with E = -1. 
The reasoning goes just as before with the sign of all 
arguments changed. 

One proves that Al(k) is analytic at k = 0 by 
showing from its powers series that cl>(a, c; 2kr) is 
bounded uniformly in k for Ikl < ko, by a constant 
multiplying exp (ukor), with u another constant. For 
sufficiently small ko the integral (38) is uniformly 
convergent. 

To find the singular part of Al(k) in a neighborhood 
of k = if.' requires a generalization of Theorem 1 with 
a similar proof. 

Theorem 3: Suppose there exists a neighborhood of 
s = 0 in which: (i) F(s, t) is an analytic function of s 
for all t > k; (ii) 

F(s, t) = rPblL! ai~s) + RN(S, t)} t> k, 

where aj(s) and pes) are analytic functions of s, with 
Re pes) < 1; and (iii) 

R~s, t) = O[N! uN+1ItN+1] 

uniformly in s (in the neighborhood), N, and t > k. 
Then if pes) is not an integer constant, one has for 

S;; e-stF(s, t) dt: 

sP(SH[ioam(s)r(1 - m - p(s»sm] + h(s). 

If pes) is an integer constant, then 

is given by 

fTa) e-8tF(s, t) dt 

-P 
SP-l ! als)r(1 - i - P)Si 

i=O 

+ (log S)[ i .(_1)i ai_p(s)si-l] + h(s). 
i=1 (I - I)! 

In both cases h(s) is analytic at s = o. T is a fixed 
positive constant. 

Proof. One constructs 
a) 

a(s, u) = ! am(s)umjm! 
m=O 

which is uniformly convergent in s for lui < 1/11. 
Define 

F(s, t) == t1- P(sJ
o
T e-tua(s, u) du 

which is an analytic function of s, and for Re s > 0: 

J(s) == La) e-stF(s, t) dt 

= r(2 - pes»~ La(s, u)(u + s)P(sl-2 du. 

The remainder of the proof proceeds as in Theorem 1. 
The hypotheses of Theorem 3 are met by the integral 

FIG. 4. (a) The k plane 
showing some of the regions of 
analyticity of the functions 
B.(k) which are discussed in 
Sec. VI. (b) The original path 
of integration in the r plane 
for Eqs. (44). (c) A rotated 
path of integration in the r 
plane which effects the analytic 
continuation of Ba(k) clock-
wise around k =!u into (a) 
region ® of the k plane. 

R 

(b) (e) 
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for Bs in (44), if one puts 8 = U - 2k, in a neighbor­
hood of k = t,u (or 8 = 0) and therefore the 
asymptotic series for 'Y, (36), can be used to determine 
the singular part of BaCk) and consequently of Al(k).2 

VII. REMAINDER ESTIMATES 

Estimates on the remainder term in terms of z and 
N (complete bounds) of an asymptotic expansion are 
required to determine if the expansion satisfies a 
Watson condition. We are not aware of any tables of 
such estimates. There are investigations made by 
Watson,12.30 Olver31,32.S3 and Olver and Stenger.34 

In this section we survey these estimates. 
Watson30 has analyzed an asymptotic expansion of 

log r(z + a). If 0 < a ~ 1, Izl > 1, larg zl < 7T - 2e, 
then it is shown that 

log r(z + a) - (z + a - !) log z + z 
N a 

= 1 .2! + RN(z), 
n=O zn 

where 

for some K and for fixed b > O. The case of arbitrary 
a is also discussed and is slightly more complicated. 
It is not reproduced here. 

For the G function of Barnes, 

G(x + 1) = [exp {!x log!7T - lx(x + 1) - !yx2}] 

00 ( x)n 
X IT 1 + ~ exp(-x + !n-1x2

) 

and for Izl > 1, larg zl < 7T - 2e, it is shownso that 

log G(z + a) - 1\ - Hz + a-I) log 27T + log A 

- H(z + a - 1)2 - 1\}logz + £Z2 + (a - l)z 

possesses an asymptotic expansion 1~=o an/zn + RN(t) 
having the same condition as given above for the 
gamma function. Here A is certain definite constant 
having numerical value 1.28242713 ... and y is Euler's 
number. The interest in Barnes' G function arises from 
the fact that it satisfies the relation G(z + 1) = 
r(z)G(z) with G(1) = 1. 

Watsonso also considered the Mittag-Leffier func-

30 G. N. Watson, Quart. J. Pure App!. Math. 43,63 (1912). 
81 F. W. J. Olver, Asymptotic Solutions of Differential Equations, 

C. H. Wilcox, Ed. (John Wiley & Sons, Inc., New York, 1964), 
p.163. 

3a F. W. J. Olver, J. Soc. Ind. App!. Math. 82, 225 (1965). 
as F. W. J. Olver, Error in Digital Computation, L. B. Rail, Ed. 

(John Wiley & Sons, Inc., New York, 1965), p. 65. 
34 F. W. J. Olver and F. Stenger, J. Soc. Ind. AppI.Math.B2,244 

(1965). 

(0) R" - '7z < erg Z < '7z (b) Rz ' 0 < org Z < 'If' 

'" 

-21< 

(e) R),"2 S org Z < %.. (d) R4 , % < org Z S .. 

FIG. 5. Regions for bounds on remainder terms for the 
Whittaker functions Wk.m(Z). 

tion E,.(x) defined by 
00 zn 

Eiz) = 1 , 
n=O r(lXn + 1) 

where IX > O. (This is an entire function satisfying a 
Watson condition.) 

Olver32 has considered the Whittaker functions 
Wk,m (or, equally, the confluent hypergeometric 
functions). The Whittaker functions have important 
specializations: Bessel functions, parabolic cylinder 
functions, the exponential integral, sine and cosine 
integrals, Fresnel integrals, error function, and 
incomplete gamma functions. 

Put K = 2k and let R1 , Rz , Ra, and R4 be the 
regions shown in Fig. 5. The bounding curve in Rs is 
the parabola x2 + 4Ky ~ 4K2. R, (i = 2, 3,4) is the 
set of complex values conjugate to Ri • From Olver's 
results it follows that there exist K and N(k, m) so that 
for n > N(k, m); 

kiz) I < Kn! Izl-n 

for z in R U R2 U R2 and (with e = arg z and fP a 
certain angle dependent on z): 

for z in Rs U Ra. This result overlaps that given in 
Sec. V concerning the confluent hypergeometric 
functions. 

Additional results on complete error bounds on 
many asymptotic expansions are derived by Olver31- 33 

and Olver and Stenger.34 Generally the bounds are 
not directly in the form required for applications 
discussed in this paper but no doubt can easily be put 
in the Watson form we use. Older results due on 
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Hankel, Stieltjes, Weber~ and SchUifli are given in 
Watson.3S 

Some general theorems relating to tlie calculation of 
complete bounds on asymptotic expansions are given 
by Watson.12 In particular, the asymptotic expansion 
of the product of two functions is investigated. In 
addition, results are given on complete bounds on 
remainder terms of an asymptotic expansion of a 
function ct>{f(z)} where certain things are known 
about ct> and where complete bounds are known on 
remainder terms of an asymptotic expansion of fez). 

Watson12 investigates the asymptotic expansion in 
negative powers of z of Laplace transforms of func­
tions r:p(t) defined by series r:p(t) = ,!:o atti/i! where 
lOti < Ai! (]i. In addition, it is assumed that r:p(t) has 
no singularities in the sector larg tl ~ A and in this 
sector I r:p(t) I < K exp {y Itl} where K and yare 
constants. Watson then shows that if 

F(z) = z 1" e-ztr:p(t) dt, 

then F(z) or its analytic continuation has the form 

for larg zl < 117 + A - 0 (0 > 0) and 

Re {z exp (-iv)} > y + 1 

where 1'111 < A - 0; RN(z) satisfies: 

where (]1 is any number> (]. lJ does not depend on N 
or z. 

It is possible, but apparently not completely trivial, 
to carry out an analysis similar to Watson's analysis 
for Laplace transforms of the form 

where f3 is an arbitrary complex .number and r:p(t) 
satisfies the above hypotheses. This case includes the 
confluent hypergeometric functions discussed in Sec. 
V and Sec. VI. 

This result by Watson together with Watson's work 
discussed at the beginning of Sec. IV yield the fol­
lowing, which shows the equivalence between functions 
with asymptotic expansions satisfying a strong 
Watson condition and functions which are Laplace 

II G. N. Watson, Theory of Bessel'Functions (Cambridge Univer­
sity Press, Cambridge, England, 19S0), 4th ed., pp. 20S-220. 

transforms of certain analytic functions. More precisely, 
let A > 0 and k > 0 be given. Thenf(z) is regular in 
D(A, k) = {z Ilzl > k, larg zl ~ 117 + A} and in D(A, k), 

n 

fez) = ,! atz-i + Rn(z), 
i=O 

with R..(z) = O{r(n)«(]jz)n+l} for some (] > 0 uni­
-formly in n, and z E D(A, k) if and only if there exists 
r:p(t) regular in {It I < (]1} u { larg tl < A}, and 
O(exp k It I ) for some (]1 > 0, such that for Re z > k: 

fez) = z L<Xl e-ztr:p(t) dt. 

Perhaps a similar correspondence could be made 
between functions with asymptotic expansions sat­
isfying a weak Watson condition and a different 
class of Laplace transforms. 

vrn. PROPOSAL FOR FURTHER RESEARCH 

Nevanlinna25•26 obtains the following result (a 
generalization of Watson's result): Suppose F(z) is an 
analytic function, which for Re Zk > yk, y > 0, 
k > 0 is regular and can be represented there by a 
series ,!;'avfzY and for arbitrarily small positive E and 
each p' > p satisfies in Re Zk > Y' + E the inequality 

for sufficiently large values of n. Then the function 
a(z) defined by 

<Xl a 
a(z) = ,! Y zV/k 

1 r(v/k + 1) 

is analytic in Izl < 1/ p\ can be continued along the 
positive real axis, and for Re Zk > yk: 

F(z) = Zk fo<Xl a(t)e-ztt dt. 

Consider now the Laplace transform of F(z). Pro­
ceeding formally We have 

f(s) = L<Xl e-8tF(t) dt 

= L<Xl e-8tt"{L<Xl a(u)e-ttu dU} dt 

(<Xl (<Xl t 

= Jo a(u) du Jo tke-C8Hut ) dt 

-i<Xl ( ) _1 _ '(_ -1/k) d - a u Hl/k gk SU U, 
o ku 

(45) 
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where 

() 
~ n r[1 + (l/k)n] 

gk Z = k Z 
n=O r(1 + n) 

is a function discussed by Barnesr36
•
37 For k = 2, gk(Z) 

is expressible as a confluent hypergeometric function.38 

a. E. W. Barnes, Phil. Trans. Roy. Soc. London A206, 283 (1906). 
a7 E. W. Barnes, Cambridge Phil. Trans. 20, 215-232 (1906). 
as Bateman Manuscript Project, Tables of Integral Transforms, 

A. Erdelyi, Ed. (McGraw-Hill Book Company, Inc., New York, 
1954), Vol. 1, p. 142, formula (24). 

JOURNAL OF MATHEMATICAL PHYSICS 

What information about the singularities of /(9) can 
be determined from (45)7 
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In this paper, a method is developed to compute an inverse overlap matrix based on a linked cluster 
expansion of a determinant. The inverse is expanded in terms of cluster integrals represented by diagrams 
and a recurrence relation for generation of all diagrams required is found. Thus the computation of an 
exact inverse overlap matrix is reduced to solving the recurrence equations self-consistently. An approach 
for solving the equations is suggested and bounds for errors accompanying this procedure are calculated. 
The method is applied to the hydrogen lattice. 

I. INTRODUCTION 

WHENEVER atomic functions are used as bases 
. in calculating the electronic structure of solids, 

one has to deal with the difficult problem of calculating 
the inverse overlap matrices. I - 3 

The principle of the calculation is simple; that is, 
the overlap matrix S is transformed to diagonal form 
S', inverted and transformed back to the original 
representation. The inverse is then given by a Fourier 
transform of (S,)-I, an integral, because the trans­
formation used is just a Fourier transformation. 

Although, for a linear chain, this integral may be 
converted into a contour integral and evaluated in a 
closed forms,4 it is doubtful if such a technique can be 
extended to the two- and three-dimensional cases. 
Gilbert3 has discussed difficulties associated with this 
approach. Calais and Appel6 have avoided the 
difficulties by carrying out the integration numerically. 

* Based on work performed under the auspices of the U.S. 
Atomic Energy Commission. 

1 P. O. Lowdin, J. Chern. Phys. 18, 365 (1950). 
I P. O. Lowdin, Advan. Phys. 5, 1 (1956). 
8 T. L. Gilbert, J. Math. Phys. 3, 107 (1962). 
• Also see the exact methods of calculating cyclic matrices by 

P. O. Lowdin, R. Pauncz, and J. de Heer, J. Math. Phys. 1,461 
(1960); P. B. Abraham and G. Weiss, ibid. 3, 340 (1962). 

5 J. L. Calais and K. Appel, J. Math. Phys. 5, 1001 (1964). 

Lack of knowledge on singularities involved in the 
integrand, however, makes this approach somewhat 
uncertain. There might be possibilities that the 
denominator of the integrand becomes vanishingly 
small. 

The expansion method2 used by LOwdin converges 
very slowly and is not considered very useful for 
practical purposes. Another approach used by 
Lowdin6 is to solve directly a set of linear equations 
which defines the inverse. A numerical calculation 
can be carried out only if the infinite set of equations 
is replaced by a set of a small number, say Q, of 
equations. Unfortunately, there has been no way to 
estimate the error that may accompany the trun­
cation. 

In this paper, we develop a linked cluster expansion 
for computing an inverse overlap matrix; the method 
is a generalization of Cauchy's expansion of a deter­
minant7 and also a simplification of the linked cluster 
expansions proposed previously for computing the 

8 P. O. LOwdin, J. Chern. Phys. 19, 1579 (1951). 
7 See, for instance, A. C. Aitken, Determinants and Matrices 

(Oliver and Boyd Ltd., Edinburgh, 1959), Chap. IV. 
8 T. Arai, Phys. Rev. 134, A824 (1964); Progr. Theoret. Phys. 

(Kyoto) 36, 473 (1966). Henceforth, the first paper is referred to 
as I and the second as II. 
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where 

() 
~ n r[1 + (l/k)n] 

gk Z = k Z 
n=O r(1 + n) 

is a function discussed by Barnesr36
•
37 For k = 2, gk(Z) 

is expressible as a confluent hypergeometric function.38 

a. E. W. Barnes, Phil. Trans. Roy. Soc. London A206, 283 (1906). 
a7 E. W. Barnes, Cambridge Phil. Trans. 20, 215-232 (1906). 
as Bateman Manuscript Project, Tables of Integral Transforms, 

A. Erdelyi, Ed. (McGraw-Hill Book Company, Inc., New York, 
1954), Vol. 1, p. 142, formula (24). 
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What information about the singularities of /(9) can 
be determined from (45)7 
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In this paper, a method is developed to compute an inverse overlap matrix based on a linked cluster 
expansion of a determinant. The inverse is expanded in terms of cluster integrals represented by diagrams 
and a recurrence relation for generation of all diagrams required is found. Thus the computation of an 
exact inverse overlap matrix is reduced to solving the recurrence equations self-consistently. An approach 
for solving the equations is suggested and bounds for errors accompanying this procedure are calculated. 
The method is applied to the hydrogen lattice. 

I. INTRODUCTION 

WHENEVER atomic functions are used as bases 
. in calculating the electronic structure of solids, 

one has to deal with the difficult problem of calculating 
the inverse overlap matrices. I - 3 

The principle of the calculation is simple; that is, 
the overlap matrix S is transformed to diagonal form 
S', inverted and transformed back to the original 
representation. The inverse is then given by a Fourier 
transform of (S,)-I, an integral, because the trans­
formation used is just a Fourier transformation. 

Although, for a linear chain, this integral may be 
converted into a contour integral and evaluated in a 
closed forms,4 it is doubtful if such a technique can be 
extended to the two- and three-dimensional cases. 
Gilbert3 has discussed difficulties associated with this 
approach. Calais and Appel6 have avoided the 
difficulties by carrying out the integration numerically. 

* Based on work performed under the auspices of the U.S. 
Atomic Energy Commission. 

1 P. O. Lowdin, J. Chern. Phys. 18, 365 (1950). 
I P. O. Lowdin, Advan. Phys. 5, 1 (1956). 
8 T. L. Gilbert, J. Math. Phys. 3, 107 (1962). 
• Also see the exact methods of calculating cyclic matrices by 

P. O. Lowdin, R. Pauncz, and J. de Heer, J. Math. Phys. 1,461 
(1960); P. B. Abraham and G. Weiss, ibid. 3, 340 (1962). 

5 J. L. Calais and K. Appel, J. Math. Phys. 5, 1001 (1964). 

Lack of knowledge on singularities involved in the 
integrand, however, makes this approach somewhat 
uncertain. There might be possibilities that the 
denominator of the integrand becomes vanishingly 
small. 

The expansion method2 used by LOwdin converges 
very slowly and is not considered very useful for 
practical purposes. Another approach used by 
Lowdin6 is to solve directly a set of linear equations 
which defines the inverse. A numerical calculation 
can be carried out only if the infinite set of equations 
is replaced by a set of a small number, say Q, of 
equations. Unfortunately, there has been no way to 
estimate the error that may accompany the trun­
cation. 

In this paper, we develop a linked cluster expansion 
for computing an inverse overlap matrix; the method 
is a generalization of Cauchy's expansion of a deter­
minant7 and also a simplification of the linked cluster 
expansions proposed previously for computing the 

8 P. O. LOwdin, J. Chern. Phys. 19, 1579 (1951). 
7 See, for instance, A. C. Aitken, Determinants and Matrices 

(Oliver and Boyd Ltd., Edinburgh, 1959), Chap. IV. 
8 T. Arai, Phys. Rev. 134, A824 (1964); Progr. Theoret. Phys. 

(Kyoto) 36, 473 (1966). Henceforth, the first paper is referred to 
as I and the second as II. 
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Heitler-London energy. The inverse is then expanded 
in terms of connected diagrams and a recurrence 
relation for generating all possible diagrams is found. 
Thus the computation of the inverse is reduced to 
solving the recurrence relation self-consistently. Since 
the recurrence relation is written as the set of linear 
equations that defines the inverse overlap matrix, the 
method thus developed is formally equivalent to 
Lowdin's second approach. In the course of the 
derivation, however, it becomes clear as to how the 
inverse should behave and what kind of approxima­
tion is involved in the truncation used. Thus bounds 
for errors accompanying the approximation can be 
calculated and the results, in tum, ensure the accuracy 
of the method developed here. 

ll. INVERSE OVERLAP MATRIX 

Let R" be the positional vector of the hth atom in 
a lattice composed of a large number N of atoms and 
denote by Vln(r - RJ the one-electron wavefunction 
localized at the hth atom. We further impose the 
periodic boundary conditions that 

Vlir - R" + Ai) = Vln(r - R,,), for i, = x, y, z, 

(1) 

where Ai is the length of the lattice in the i direction. 
The overlap matrix is defined as the matrix whose 

hi element S"z is given by the overlap integral 

Sill == (hll) == f Vlir - R,,)*Vln(r - R,) dT, (2) 

and the inverse 8-1 is determined by 
N 

I(S-I)~kz = ~"/. (3) 
1:=1 

Because of the periodic boundary condition (1), 
(8-1)hk is a function of the vector R"-k == R" - Rk 
connecting atom k to atom h and can be denoted by 
(8-1)"_k. Hence the inverse 8-1 is in principle deter­
mined by solving the N linear equations for a fixed h: 

N 

I(kI/XS-1)"_k = ~"/' for 1= 1,2,· .. ,N. (4) 
k=1 
Since it is not possible to solve these equations for 

,the limit N -.. 00, LOwdin8 has extended the summa­
tion up to the 12th neighbors starting from atom h 
and neglects higher-order terms in overlaps without 
estimating the possible error associated with this 
truncation. 

ill. CLUSTER EXPANSION AND THE 
RECURRENCE RELATION FOR THE INVERSE 

The inverse 8-1 introduced in (3) is formally 
written as adj S, the adjugate of the overlap matrix S, 
divided by the determinant lSI of S: 

S-1 = adj S/ISI. (5) 

Since adj S is the N X N matrix whose hi element is 
given by the cofactor IS[/lh]1 of S/" = (/Ih) in lSI, 
we find that 

(S-I)"1 = IS[llh]IIISI. (6) 
The cofactor IS[llh]1 is the determinant of the 
(N - 1) X (N - 1) matrix S[llh] obtained from S 
by suppressing the lth row and the hth column and 
by attaching the proper sign (-1 )1-11. 

We want to calculate the quotient on the 
right of (6) by expanding the determinants suc­
cessively in terms of cofactors, and hence it is con­
venient to introduce smaller submatrices S[/1/21 h1h2], 
S[/I/2 ... I hIh2 ... ], etc. obtained from S[/I I hI] by 
deleting its rows and columns one by one. For 
instance, the (N - r) X (N - r) matrix 

S[li ... lr-I/r I hI ... hr-Ihr] 

is generated from the (N - r + 1) X (N - r + 1) 
matrix S[/l ... Ir-I I hI ... hr- I ] by deleting the" Irth" 
row and the "hrth" column9 and by inserting a proper 
sign so that IS[li .. ·lr I hI ... hr]1 is the cofactor of 
SI,h, in IS[/I ... lr-I I hI ... hr- 1]1. 

The expansion of a determinant lSI in terms of its 
cofactors IS[klh]1 

lSI = I Skli IS[klh]1 = IS[hlh]1 + I' (klh) IS[klh]1 
k H" (7) 

can be extended to the determinant IS{llh]l, yielding 
the result 

IS[/lh]1 = (h II) IS[lhlhl]1 + !" (k II) IS[lklhl]l, (8) 
A,*h 
*1 

where IS[lklhl]1 is the cofactor of Ski in IS[llh]l. 
Let us now introduce the notation: 

F[llh] == (S-I)"I == IS[llh]IIISI (9) 

and generalize it to quotients of smaller determinants 
as follows: 

F"l ... "J1Ihr+l] 
== IS[hi ... hrll hI ... hA+l]I/IS[hi ••• hr I hI ... hr]l, 

(10) 

where the indices hI· .. hr indicate that the hIth, ... , 
hrth rows and columns are suppressed in both deter­
minants. By multiplying (7) and (8) by ISI-I and by 
using the above notation, we find that 

F[hlh] = 1 - !' (k Ih)F[klh], (11) 
k*" 

-F[/lh] = (h I/)F,[hlh]F[III] 

+ I" (k Il)F,[klh]F[tll]. (12) 
k*" 
*1 

• The I,th row and the h,th column of S[/1 ••. 1'_1 I h1 ••• h'_l 
mean, respectively, those corresponding to the I,th row and the 
h,th column of the original matrix S. 
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F[."]. 1+ (-0' 0 +(_1)3 V +(-1)4 <;- t---

+ (_1)4 <I) + (-04 \1:::- + (_1)4 0+--' 
FIG. 1. The expansion of F[hlh). An open dot 

indicates atom h. 

The second term on the right of (12), for instance, is 
obtained as follows. 

IS[lklhl]l/lSI = -{lS[k1IhI]I/IS[/11]1} x {IS[III]I/ISI} 
= -FI[klh)F[II/) 

since, by definition of cofactors, 

IS[/klhl]l = -IS[k1Ihl]l. 

The function F'l ... z.£lIh) will also satisfy identities 
of the same forms as (11) and (12) except that the 
summations do not include atoms 11,···, Ir • This 
shows that the relations (II) and (12) are recurrence 
relations for the expansion of FIllh] in powers of the 
overlap integrals; the expansion described here is, in 
fact, a generalization of Cauchy's expansion of a 
determinant.7 

The manipulation is simplified by the use of 
diagrams. For example, we list series of diagrams 
appearing in the expansions of FIhlh] and F[llh] in 
Figs. 1 and 2, respectively. Here a straight line starting 
from I and ending at h represents the overlap integral 
(hi/); and therefore the value of a diagram will 
decay exponentially when the length of the line 
increases. A solid dot indicates that the sum over all 
sites in the lattice should be taken under the provision 
that dots in a diagram are all distinct. An open dot is 
a fixed point h or I. 

All diagrams necessary are constructed according to 
the following rules. 

(a) The first path starts from I in the case of FI1Ih] 
and h in the case of F[hlh) and ends at h in both cases. 
A path never goes through a point more than once. 

(b) Terms in higher orders are obtained by adding 
more rings. A ring starts from a point on paths 
drawn previously in the diagram, and always comes 
back to the starting point. 

(c) After completing a diagram, attach sign (-1)1+' 
to the diagram, where t is the number of rings in the 
diagram and s the number of electron permutations 
required in drawing the diagram. 

-F[)/b] • I + I-I) > + I-Il' ::J t-·-

+ I-Ill F + I_Ill L::; 1_1)3 r + ... 

FIG. 2. The expansion of F[/lh). The lines start 
from atom h and end at atom I. 

FIG. 3. The recurrence relation for gen- I = I -> 
eration of diagrams. 

The factor ( -1)f comes from the minus sign of the 
second term on the right of (11) and (_1)8 appears 
because of the minus sign on the left of (12). The num­
ber s is obtained as follows. Count the number of 
dots involved in each path excluding those at the 
origin and the end of the path. The sum ofthe numbers 
thus obtained in a diagram is s. The method (b) 
implies that the diagrams obtained are all connected. 

Unless overlap integrals are all small, however, the 
convergence of the series is so slow that the direct 
summation of the series becomes impractical. Instead, 
use of the recurrence relation shown in Fig. 3 is more 
convenient, since the relation generates all diagrams for 
F[llh] except those which have rings starting from 
point h. For instance, the second, third, and fourth 
diagrams in Fig. 2 can be generated by inserting the 
expression on the right of the recurrence relation into 
the second term of the same expression. By multiplying 
diagrams thus obtained by those for F[hlh), we 
obtain all diagrams for F[llh). Hence, the quantity 
represented by a double line on the left of the re­
currence relation is -F[llh)/F[hlh]. We denote it 
by f(h _1). The recurrence relation is then written as 

f(h -1) = (hll) - I" f(h - k)(kll), h #- 1, (13) 
k 

where 

f(h-l) = -F[ilh]/F[hlh] = -IS[llh]IIIS[hlh]l. (14) 

The relations (13) and (14) are nothing but a 
transformation of (3) and (4). However, it has become 
clear thatf(h _I) is a well-behaved function given by 
the sum of connected diagrams which links two points 
I and h and hence the value will be bounded and 
decrease when the distance between I and h increases 
as long as the inverse exists.lo 

Since the overlap integral (kll) decreases expo­
nentially with increasing distance Rk-l between k and 
I, the summation on the right of (13) converges and we 
-need to consider only k's within the range IRk-II < IRI, 
where the overlap integral S R = f q; *(r )fp(r - R) d'T 
practically vanishes. This implies that the functions 
f(h - k) needed in the summation are in the ranges 

IIRJ - IRh-tll < IRA-kl < URI + IRh-/1I (15) 

because of the vector relation Rh-k = Rh-I + RI-k' 

10 Even if the expansions of the determinants jF[/lhll described 
in Figs. 1 and 2 diverge, the values of the determinants will be finite 
and the present method is still applicable to this case because an 
infinite number of terms appearing in the expansion of f(h +-/) is 
included correctly in the calculation. See the discussion in Sec. IV. 
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To compute !(h -I) for small distances IRk-zl, 
therefore, we need to know the value of !(h _ k) in 
the range I Rk-kl .;;; IRI since IRk-zl « IRI. However, to 
estimate the value of !(h - k) for which IRk-kl ~ IRI, 
we have to supply !(h - k') in the range I Rh-k,1 .;;; 
21RI and so on. Thus the linear equations (13) are 
related to an infinitely large number of variables 
!(h -I), but the difficulty may be avoided by solving 
the equations iteratively. In the following section, we 
describe a method to do this and estimate the error. 

In case ~n<r - R) is an S function, the Eq. (13) can 
be simplified as follows. Let kl' k2' ... ,kn be the 
Kth neighbors of atom h, which have the common 
overlap integral SK = (hlk i ) as well as the common 
function! K = !(h - k i ). Then the summation on the 
right of (13) can be split into two; the first one 
!f=const extends over all sites k which are the Kth 
neighbors of atom h and the second one over all K; 
that is, 

Although the solution f&Ql is computed without 
difficulty as long as Q .;;; 100, it is not possible to 
increase Q indefinitely. In certain cases, however, the 
difference between (1S) and (19) can be included into 
the calculation correctly by using the series expansion 
described in Sec. IVA. Even if the expansion method 
does not work, however, the first few elements of 
f~Ql obtained by solving (19) become exact anyway, 
as is discussed in Sec. IVB. 

A. Exact Expansion for Ix (An Iteration Method) 

Let 41 and 81 be the remainders of 4 and 8; that is, 
41 = 4 - 40 and 81 = 8 - 80, respectively. Use of 
the algebraic identity 

1 + 4 = (1 + 40)[1 + (1 + 4 0)-141] 

in the original Eq. (IS) yields that 

(1 + T)f = (1 + 4 0)-18 == fs, (20) 

(16) where the notations 

where 
K=const 

!1LK = ! (kll). (17) 
k 

IV. A METHOD OF SOLVING THE LINEAR 
EQUATIONS AND ITS ACCURACY 

In this section, we describe a method of solving the 
set of simultaneous equations (16) and discuss its 
accuracy. Under the matrix representation, (16) is 
written as 

(1 + 4)f = S, (IS) 

where f and 8 are vectors whose elements! K and S K 

are arranged in order of K while the matrix 4 is 
composed of I1LK . 

As is discussed in Sec. III, the value of! K decreases 
with increasing K. Let us assume, as the first approxi­
mation, that!K = 0 for K> Q. This corresponds to 
generation of only a certain type of diagrams; but, 
within this limitation, an infinite number of all possible 
diagrams are generated and summed correctly by 
means of the recurrence relation in Fig. 3. The certain 
type of diagrams here means all possible diagrams, in 
which the distance between any pair of atoms that are 
connected by two lines is less than RQ ' where RQ is 
the distance between the Qth neighbors. The infinite 
set of Eq. (1S) is then truncated to a set of Q simul­
taneous equationsll 

11 Notations such as LijQl are used to represent Q X Q matrices 
or Q-dimensional vectors and, by .do, the same matrix as .d~Q) is 
given in the whole space by adding zeros. 

T == (1 + 110)-141, (21) 

(22) 

are used. The exact solution f is then expanded as 

f = (1 + T)-lfs 
= (1 - T + T2 - ... (_l)n-lTn-l + 3tn)f., 

and the remainder is given by 

3tnf. = (-I )n(1 + T)-ITnf,. 

(23) 

(24) 

The expansion (23) is equivalent to solving (IS) 
self-consistently by an iteration method. Inserting 
(19) and (22) into (IS), we find that the difference 
!1f between f and fs is given by 

!1f = f - fs = -Tf. (25) 

If the correction term - Tf is calculated by using fo' 
the second term in the expansion (23) is obtained. 
Use off. + M thus obtained in - Tf yields the third 
term and so on. This process, of course, recovers the 
type of diagrams which are omitted in solving (19). 

If the quantity 

Amax = max of! ITKLI 
L 

(26) 

is less than one, the elements of vector 3t .. f. are 
bounded as 

where 
!max = max ofl!KI. (2S) 

Hence, the remainder (3tnf,}max vanishes for large n, 
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justifying the expansion (or iteration) procedure 
described above. 

The bound for Amax is given by 

Since (a1)KL defined by (17) is a sum of a finite number 
of overlap integrals connecting K and L and decays 
exponentially as the distance K and L increases, the 
sum IL l(a1)KLI is always finite. The quantity 
IL 1[(1 + ao)-lJKLI involves a finite number of terms 
and the upper bound ftmax is found to be of the order 
of one in our examples in Sec. V. Therefore, the 
condition for (:Rnf.)max -+ 0 is fulfilled if 

where 

ftmax = max of I 1[(1 + ao)-l JKLI. (31) 
L 

B. Asymptotic Expansion for IK 
If overlap integrals are large and the condition (30) 

is not satisfied, the bound (:Rnf.)max for the remainder 
thus computed will increase indefinitely for large n. 
In the following, it is shown that the method can still 
be used as an asymptotic expansion of I K . 

From the definitions ofT and ai' it is found that the 
matrix -T has the structure as shown on the left of 
Fig. 4 and the first Q X Q elements, T KL for K, 
L:::;; Q, vanish exactly. Let us now redivide T as on 
the right of Fig. 4 and compute the quantity defined by 

{

== t ITKLI, for K = 1,2,"', Q' < Q, 

OCK Q' ~~ 
== IITKLI, for K ~ Q' + 1. 

L=l 

As (1 + ao)-l has only a finite number of nonvanish­
ing off-diagonal elements and is nearly equal to a unit 
matrix, the quantities T KL may be estimated by 
ftmax(a1)KL and considered as proportional to the 
overlap integral connecting K and L. Since nonvanish­
ing elements T KL appearing in the summations in 

FiG. 4. The structure of the matrix T. 

(32) are those having large K-L distances only, 
OCK'S are all small and, by choosing a suitably large 
Q, the bound € for OCK can be made arbitrarily small; 

max of OCK :::;; € « 1, (33) 

because the K-L distance for the first nonvanishing 
element T KL involved in OCK increases when Q in­
creases. 

Use of (32) and (33) in successive multiplications by 
T of the vector f. leads to the following bounds for 
vector T"f.: 

max of the first Q' elements of T"f. 

:::;; €2A~aVmax + d;:;-~f~al{), (34) 

max of the other elements of T"f. 

:::;; €).~aVmax + ~axf~f{), (35) 

where/~~') is the maximum of elements IK for 
K > Q' and decreases exponentially by increasing 
Q' since I K decreases exponentially for increasing K 
as described in Sec. III. According to the discussion 
in the Appendix, off-diagonal elements of (1 + T)-1 
are small and the remainder 3t .. f. itself is bounded 
similar to (34) and (35). This would justify the 
truncation proposed in (19) and, by choosing suffi­
ciently large Q and Q', errors in the first Q' elements 
I K become negligibly small without applying the 
iteration procedure. 

The inequality (34) also shows that the iteration 
(expansion) procedure would increase the accuracy 
asymptotically-at least up to the second time in 
iterations. In practice, continuation of the expansion 
procedure would improve the accuracy until the first 
Q' elements of vector T"f. begin to increase. 

V. SUMMARY OF THE METHOD 

The method developed in this paper can be Sum­
marized as follows. 

(a) The method is formally equivalent to solving the 
set of linear equations (4), which defines the inverse 
overlap matrix. 

(b) The truncation used in redncing the number of 
equations to Q corresponds to construction of only 
a certain type of diagrams; but, within this limitation, 
an infinite number of them are generated and 
summed correctly. In this sense, the method covers 
Lowdin's expansion method; but, even for the cases 
where LOwdin's expansion diverges our method gives 
the correct results because of the infinite summation. 

(c) The error due to the truncation can be made 
arbitrarily small as is discussed in Sec. !VB. 
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TABLE I. The inverse overlap matrix for the body-centered cubic lattice of hydrogen. 

K 

o 

1 
2 
3 
4 
5 

6 
7 
8 
9 

10 

11 
12 
13 
14 
15 

16 
17 
18 
19 
20 

21 
22 
23 
24 
25 

26 
27 
28 
29 
30 

31 
32 
33 
34 

000 

111 
200 
220 
311 
222 

400 
331 
420 
422 
333 

511 
440 
531 
442 
600 

620 
533 
622 
444 
551 

771 
640 
642 
553 
731 

800 
733 
644 
820 
660 

822 
555 
751 
662 

1.00000 

0.2890 11 
0.210528 
0.071695 
0.0361 18 
0.029195 

0.013225 
0.007673 
0.006449 
0.003323 
0.002080 

0.002080 
0.000997 
0.000656 
0.000573 
0.000573 

0.000337 
0.000230 
0.000203 
0.000125 
0.000088 

0.000088 
0.0000 78 
0.000049 
0.000035 
0.000035 

0.000021 
0.0000 15 
0.0000 14 
0.0000'14 
0.000009 

0.000009 
0.000007 
0.000007 
0.000006 

Q = 10 

1.638748 

-0.273796 
-0.066903 

0.0681 38 
0.0191 16 
0.030356 

-0.001801 
-0.011886 
-0.007206 

-0.002529 

0.000213 

.. The resllits oblailled by Calais aDd Appel (see Ref. S). 

Q =20 

1.639304 

-0.274039 
-0.067342 

0.068102 
0.019900 
0.031622 

-0.001662 
-0.012693 
-0.008048 
-0.002945 
-0.002689 

0.000156 
0.003488 
0.001742 
0.002045 
0.000239 

0.00010l 

0.000164 
-0.0010 17 

Q = 30 

1.6393 17 

-0.274043 
-0.067358 

0.0681 05 
0.019921 
0.031634 

-0.001596 
-0.012702 
-0.008100 
-0.002978 
-0.002708 

0.000044 
0.003482 
0.001886 
0.002011 
0.000186 

0.000385 
0.000258 

-0.000078 
0.0000 88 

-0.000722 

Q = 50 

1.6393 18 

-0.274044 
-0.067358 

0.068105 
0.019922 
0.031637 

-0.001596 
-0.012705 
-0.008102 
-0.002981 
-0.002714 

0.000043 
0.003497 
0.001891 
0.002022 
0.000192 

0.000391 
0.000259 

-0.000076 
0.000100 

-0.000788 

Q = 100 

1.6393 18 

-0.274044 
-0.067358 

0.068105 
0.019922 
0;031637 

-0.001596 
-0.012705 
-0.008103 
-0.002981 
-0.002714 

0.000043 
0.003498 
0.001891 
0.002023 
0.000192 

0.000392 
0.000260 

-0.000076 
0.000100 

-0.000789 

-0.0000 79 -0.0000 93 -0.0000 94 
-0.0006 09 -0.0006 06 -0.0006 10 
-0.000345 -0.000341 -0.000343 

-0.0003 19 -0.000236 -0.000270 -0.000270 
-0.0001 06 -0.0001 24 -0.0001 24 

0.000048 
0.000003 

0.0000 60 0.0000 31 
0.000202 

0.0000 14 
0.000042 
0.000008 
0.000007 
0.000233 

0.0000 34 
0.000020 
0.000138 
0.000152 

0.0000 17 
0.000042 
0.000007 
0.000007 
0.000234 

0.0000 34 
0.000021 
0.000151 
0.000152 

Q = 18 Q = 31 

1.639283 

-0.274037 
-0.067327 

0.068107 
0.019882 
0.031619 

-0.001603 
-0.012668 
-0.008094 
-0.002912 
-0.002779 

0.000133 
0.003387 
0.001884 
0.001958 
0.000106 

0.000215 
0.000136 

-0.000157 

1.6393 14 

-0.274043 
-0.067359 

0.068105 
0.019922 
0.031638 

-0.001595 
-0.012706 
-0.008103 
-0.002983 
-0.002715 

0.000041 
0.003499 
0.001894 
0.002024 
0.000191 

0.000393 
0.000266 

-0.000074 
0.0000 96 

-0.000787 

-0.000090 
-0.000616 
-0.000350 
-0.000273 
-0.000126 

0.000002 
0.000044 
0.000000 
0.000001 
0.000213 

0.0000 31 

(d) For certain cases, there is an expansion method 
which leads to an exact solution as is described in 
Sec. IVA. 

Finally, we note that the present method is a special 
version ofthe cluster expansion method in the Heitler­
London approach,S and is generated from the general 
theory when it is applied to the ferromagnetic ground 
state. Since in the case of the ferromagnetic ground 
state the wavefunction given by (2.1) of I is a single 
Slater determinant, the quantity S[klh] defined by 
(2.18) together with (2.12) of pz becomes equal to 
IS[klh]l, and F[klh) introduced by (3.1) of I is the 

same as F[klh]. In fact, Eqs. (11) and (12) for F[hlh] 
and F[klh] are equivalent to (2.11) and (2.12) of II, 
showing that the inverse overlap matrix S-l is given 
by the F[klh] of the general theory applied to the 
ferromagnetic ground state. 

12 Equation (2.18) of I should read 
S[kl ••• k,,1 hI ••. h,J == I'I"[~(~) ••. k,,(h .. )l t 

x 'I'[hl (h l )· •• h .. (h .. )] dT. 

VI. APPLICATION TO THE HYDROGEN 
LATTICE 

The present method was applied to the hydrogen 
lattice and the programming was carried out on the 
CDC 3600 for simple, body-centered and face­
centered cubic lattices with overlap integrals between 
Is orbitals given by 
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The inverse (S-l)X is obtained from (11) and (14) and 
written as 

(S-l)O = F[hlh] = (1 - f' nx,sx,jx'f 
and 

(S-l)X = F[k I h]X=h-k 

(37) 

= -fx( 1 - ~ nK,sK.Jx'f, (38) 

where nx is the number of Kth neighbors. 
The results for a body-centered cubic lattice are 

summarized in Table I, where the lattice constant 
(= R2) is assumed to be 3.8336 a.u. in order to 
compare them with those of Calais and Appel. The 
second column of Table I shows the components of 
the vector Rx arranged in the order of increasing 
distances, the third column the corresponding overlap 
integrals. The next five columns give the values of the 
inverse (S-l)X calculated for various values of Q; the 
Q being the dimension of the linear equations (19). 
Those numbers are compared with the results obtained 
by Calais and Appel quoted in the last two columns of 
Table I, where Q indicates that the calculation includes 
all contributions up to the Qth overlap integral. This 
is not the case in our method as is clear from the 
description in Sec. IV. 

In order to save space, we list in this table the values 
of (S-l)X only up to K = 34 and omit others; the 
elements omitted are all smaller than 10-4 and 
insignificant. Higher-order terms are automatically 
generated by the machine and included in the calcu­
lation, but not necessarily in the order of increasing 
distances. This is why, for example, the term (S-l)ll is 
included while (S-1)9 is missing when Q = 10. 

From Table I, it is evident that, in this example, both 
methods have virtually attained convergence at 
Q ~ 30. We have added two more terms, K = 30 and 
34, to our third case where Q = 30 and this practically 
eliminates the small difference which existed between 
the cases Q = 30 and Q = 100. 

In conclusion, we have shown that the simple 
method of calculating the inverse overlap matrix, 
given by (4). is based on sound mathematics and is not 
just an arbitrary approximation. From the practical 
point of view, the method converges reasonably 
quickly. 
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APPENDIX. CALCULATION OF 3tnf. FOR 
Amax> 1 

In this appendix we show that the remainder 3tnf. 
is bounded similar to (34) and (35). For this purpose, 
we prove the following theorems. 

Theorem 1: The length L of vector Tf is bounded as 

(AI) 

where Amax is the maximum of eigenvalues of the 
Hermitian matrix T and Lo is the length of vector f. 

As T can be brought into a diagonal form A by a 
similarity transformation such that A = UTUt, the 
length L of Tf is calculated as 

L = (Tf)t(Tf) = (ftUt)(UTtUt)(UTUt)(Uf) 

= (Uf)t),h.(Uf) = L I(Uf)xI2 IAxI2. (A2) 
K 

Since the length Lo of f is invariant under a unitary 
transformation and equal to Lx I(Uf)KI 2, the 
inequality (AI) follows from (A2). 

Let Ml and M2 be Hermitian matrices and denote 
by VI max and V2 max the maxima of eigenvalues of Ml 
and M2• respectively. Then we obtain 

Theorem 2: If VI maxV2 max < 1, the matrix 

(1 + M 1M 2)-1 

can be expanded in powers of MIM2 . 

Repeated use of Theorem 1 yields the following 
bound for the length Vn) of vector (MIMJnf; 

Vn) ~ (VI max V2 max)2nLo, (A3) 

which leads to vanishingly small Vn) for n -+ 00. By 
expanding (1 + M1M 2)-1 in powers of MIMB and by 
using (A3) in each term in the expansion series, we 
find the inequality 

L ~ (1 - VI max'V2 max)-lLo, (A4) 

showing the convergence of the expansion. 

Theorem 3: (the theorem of Levy-Hadamard13) 

The maximum Vmax of eigenvalues of a Hermitian 
matrix M is bounded as 

Vmax ~ max ofL IMKLI. (AS) 
L 

Let us introduce a Hermitian matrix T' defined by 

T' = (1 + Ao)-tA1(1 + Ao)-t. (A6) 

Since T' is found to have a structure similar to T 
shown in Fig. 4, 1 + T' can be divided further into 

13 See, for instance, E. Bodewig, Matrix Calculus (North-Holland 
Publishing Company, Amsterdam, 1959), p.67. 
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two parts X and Y as follows. a 

[ 

lIQ') OIQ',-Q')] 

X= 
- Ol-Q'.Q') l l- Q') + T1-Q') , 

(A7) 

Y = [OIQ') T1Q'.-Q')]. 

- T1-Q'.Q') Ol-Q') 
(AS) 

The original matrix (1 + T)-l is then written in terms 
of the Hermitian matrices X and Y as 

(1 + T)-l = (1 + 4 0)-1(1 + T')-I(1 + 40)1, (A9) 

where 

(1 + T')-l = (X + y)-l = (1 + X-IY)-IX-I. (AlO) 

It is easily shown that elements of T' are bounded as 
(32) and (33) and hence 

max of! IYKLI ::; E« 1, (All) 
L 

while matrix X is nearly equal to T'. By Theorem 3, 
therefore, eigenvalues of Hermitian matrices Y and 
X-I are bounded as 

max of eigenvalues of Y ::; E « I, (AI2) 

max of eigenvalues of X-I::; 1/(1 - IAminl), (A 13) 

where Amln is the minimum of eigenvalues of T'. 

11 By T(Q', -101'), we denote the Q' X (N - Q') submatrix of T 
consisting of the first Q' rows and the last N - Q' columns; and, 
by T(-Q'), the (N - Q') X (N - Q') submatrix consisting of the 
last N - Q' rows and N - Q' columns. 

According to Theorem 2, the matrix (1 + X-IY)-l 
can be expanded in powers of X-IY, if 

E/(I - IAmlnl) < 1. (AI4) 

As long as the basic functions are linearly independent. 
eigenvalues I + A of overlap matrix 1 + 4 are always 
positive and hence I - IAmlnl ~ ~ > 0, where ~ is 
a given number for a given overlap matrix. Since E 
can be made arbitrarily small by choosing a large 
Q, the inequality (AI4) should be always satis­
fied, justifying the expansion of (1 + X-I Y)-l. If 
E/(I - IAmlnl) «I, the order of magnitude of 
(1 + X-IY)-l can be estimated by 1 - X-IY and 
hence 

(1 + T)-l ~ (1 - X-IY)X-I (AI5) 

because (1 + 4J-I has a finite number of small 
off-diagonal elements and nearly equal to a unit 
matrix. Use of (AI2) ,......, (AI5) as well as (34) and (35) 
in (1 + T)-IT"f. leads to 

max of the first Q' elements of :R.nf. 

21n-1 1n 
::; E Amax I' EAmax j<-Q) (A16) 

(1 - IAmlnl)2JmaX + (1 _ IAmlnl)2 max· 

This proves that the remainder :R.nf. is bounded 
similar to (34) and (35). 
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This pap~r is con~erned with a nonlinear the<;>ry of simple force multipoles for a deformable surface, 
embedded In a.Euclidean 3-spa~e; the surface IS not necessarily elastic. The theory is developed with 
t~~ use of bas~c thermod'yna~.cal princip~es,. togeth~r ~ith invariance conditions under superposed 
rIgid body motIO~s. For SimpliCity, the b~lc kmematIcal mgredients are restricted to be the (ordinary) 
monopolar velocl.ty of the surface and s~ltable first- and second-order gradients of the velocity. The 
theory of an elastic surface and other Special cases of the general theory which bear on the foundations 
of the classical theory of shells are also discussed. 

1. INTRODUCTION 

THIS paper is concerned with a nonlinear theory of 
simple force multipoles for a deformable surface, 

embedded in a Euclidean 3-space, and may be 
regarded as a counterpart of a general theory of 
simple force and stress multipoles for three-dimen­
sional bodies given recently by Green and Rivlin.l 
References to related and other special developments 
in the theory of simple force multipoles and theories 
of elasticity with couple-stress may be found in the 
paper by Green and Rivlin1 and in the monograph 
by Truesdell and Toupin.2 The kinematic variables 
(in the rate of energy equation) in the work of Green 
and Rivlinl are the (classical) monopolar velocity and 
the gradients of velocity, up to order n, in a rectangular 
Cartesian coordinate system. Here, however, we limit 
ourselves to a theory of deformable surfaces in which 
the basic kinematic ingredients are the velocity of the 
surface, together with suitable first- and second-order 
gradients of the velocity. The further inclusion of 
higher-order velocity gradients is possible and may 
be carried out in the same manner, although at the 
expense of additional complications. 

We find it particularly convenient in this paper to 
employ an invariant vector notation in the develop­
ment of the b~sic theory; the notation used is essen­
tially similar to that in Green and Zerna3 or Naghdi.4 

1 A. E. Green and R. S. Rivlin, Arch. Rati. Mech. Anal. 16, 325 
(1964). 

• C. Truesdell and R. A. Toupin, in Encyclopedia of Physics, 
S. Fliigge, Ed. (Springer-Verlag, Berlin, 1960). Vol. III/l, p. 226. 

3 A. E. Green and W. Zerna, Theoretical Elasticity (Clarendon 
Press, Oxford, England, 1954). 

• P. M. Naghdi, in Progress in Solid Mechanics, I. N. Sneddon 
and R. Hill, Eds. (N orth-Holland Publishing Company, Amsterdam, 
1963), Vol. 4, p. 1. 

While each symbol is defined when first introduced, 
a few helpful remarks about the notation are made 
at the end of Sec. 2, where we have collected some 
basic formulas concerning the geometry of a surface 
embedded in a Euclidean 3-space. 

In Sec. 3, we consider the kinematics 'of a surface 
corresponding to the velocity of the surface (a three­
dimensional vector field), and suitable first- and 
second-order gradients (with respect to surface 
coordinates) of velocity which are invariant under 
coordinate transformations of the surface. Related 
and associated kinematical results when motions of 
the surface differ from those of a given motion only by 
superposed rigid body motions are discussed in Sec. 4. 
The measures of deformation for the surface emerging 
from these kinematical considerations are equivalent 
to the first and the second fundamental forms of the 
surface (in both deformed and undeformed configura­
tions), as well as their gradients, all of which are 
surface tensors. 

Next, using a principle of balance of energy and a 
Clausius-Duhem inequality, valid for a surface embed­
ded in a Euclidean 3-space, together with invariance 
conditions under superposed rigid body motion, we 
develop in Sec. 5 a theory of simple force multipoles 
for deformable surfaces. As already noted, the basic 
kinematic variables of this theory are the velocity and 
its first- and second-order gradients and, consistent 
with these kinematical ingredients, only monopolar, 
dipolar, and tripolar contact and body forces are 
admitted. The derivation in Sec. 5, carrie4 out in a 
neat vectorial form, conceals the relative complexity 
of the results and hence alternative forms of the basic 
equations of the theory, in tenus of tensor components, 

1026 
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are collected in Sec. 6. The theory of Sec. 5 or 6 is exact 
and entirely consistent with the basic dynamical and 
thermodynamical principles of continuum mechanics. 
Moreover, it is valid for nonisothermal deformations 
and is not necessarily limited to elastic surfaces. 

The remainder of the paper deals with special cases 
of the theory. Nonlinear constitutive relations in 
terms of the Helmholtz free energy for an elastic 
surface are derived in Sec. 7 and special cases, 
including a determinate theory of an elastic surface 
with simple force dipoles, are discussed in Sec. 8. 

Our present study is a contribution to the theory of 
deformable surfaces by a direct approach, in contrast 
to that which may begin with the three-dimensional 
equations. For other developments in the theory of 
deformable surfaces by a direct approach, we mention 
a linear isothermal theory for an elastic surface by 
Serbin,S an isothermal nonlinear theory of elastic 
surfa~es by Cohen and DeSilva,6 and a general theory 
of a Cosserat surface by Green, Naghdi, and Wain­
wright.7 The latter contains other references, where 
the works of E. and F. Cosserat8 and Ericksen and 
Truesde1l9 are particularly cited. 

While we do not consider here the linearized version 
of the theory of Secs. 6 and 7, this may be carried out 
in a manner similar to that in the paper by Green, 
Naghdi, and Wainwright.7 There has always existed 
an interest in constructing theories of elastic plates 
and shells from the three-dimensional equations of 
linear elasticity by admitting higher moments of 
stress (see, e.g., the papers by Tiffen and Lowe10.,l1) 
and, in this connection, the theory of Secs. 6 and 7 
is rather illuminating. Moreover, the nature of the 
determinate tripolar and dipolar theories discussed in 
Sec. 8 sheds further light on the foundations of the 
classical theory of elastic shells. 

2. PRELIMINARIES. GEOMETRY OF A 
SURFACE IN A EUCLIDEAN SPACE 

Let Zi' (i = 1,2, 3), refer to a fixed right-handed 
rectangular Cartesian coordinate system in a Euclidean 

• H. 1. Serbin, 1. Math. Phys. 4, 838 (1963). 
• H. Cohen and C. N. DeSilva, J. Math. Phys. 7, 246 (1966). 

Although Cohen and DeSilva begin by including a director in 
their work, they soon abandon this. In the context of the present 
paper, the work of Cohen and DeSilva may be compared to a 
special case of our theory in Sec. 8, called the restricted theory of 
simple force dipoles. However, even in this case, there are some 
differences between their equations and those of our restricted 
dipolar theory. 

1 A. E. Green, P. M. Naghdi, and W. L. Wainwright, Arch. Ratl. 
Mech. Anal. 20, 287 (1965). 

8 E. and F. Cosserat, Theorie des Corps Deformables (Hermann 
et Cie, Paris, 1909). 

• 1. L. Ericksen and C. Truesdell, Arch. Ratl. Mech. Anal. 1, 295 
(1958). 

10 R. Tiffen and P. G. Lowe, Proc. London Math. Soc. (3) 13, 
653 (1963). 

11 R. Tiffen and P. G. Lowe,1. London Math. Soc. 40, 72 (1965). 

3-space, and let Xi denote an arbitrary (real) curvi­
linear coordinate system defined by the transformation 
relations 

Zi = Zi(X1, X2, x3). (2.1) 

We assume (2.1) to be nonsingular, so that a unique 
inverse 

(2.2) 

exists at each point of space with a neighborhood 
5t, where 

(2.3) 

Denoting by p(xi
) the position vector of a generic 

point of the Euclidean space, then the metric tensor 
of the coordinate system Xi is given by 

gii = P,i • P,i = (OZk/OXi)(OZk/OXi), (2.4) 

where Zk are the Cartesian components of P and a 
comma stands for partial differentiation. From (2.4) 
follows 

I aZk OZk I I aZk 12 
g = det [gil] = axi ox; = axi > 0, (2.5) 

in view of (2.3). The conjugate tensor gil, namely the 
inverse of (2.4) which exists on account of (2.5), 
together with gil satisfy 

(2.6) 

where Cl~ is the Kronecker symbol. We also define the 
contravariant and covariant E systems by 

Eiik - g-leiik E - gle (2.7) - 'ijk - iik' 

where eiik and eiik are the standard permutation 
symbols in 3-space. 

Consider now a surface s embedded in a Euclidean 
3-space and let the position vector of a point on this 
surface be denoted by r(xI, x2) with {xl, x 2} being 
simply parameters, as yet unrelated to the curvilinear 
coordinates Xi utilized between (2.1) to (2.7). Let a", 
be the base vectors along the x'" curves on s and let 
a",p denote the first fundamental form of the surface. 
Then 

(2.8) 

where in (2.8) a comma denotes partial differentiation 
with respect to x'" and IX, fJ = 1,2 only. The reciprocal 
of (2.8)1 and (2.8)2' denoted by a'" and a"'P and defined 
for all points of s for which 

a = det (a",) ¢ 0, (2.9) 

together with a", and a",p' satisfy 

a",{J = a'" • a{J, a"'· ap = Clp, 
"';' ;''''_.\:''' a a;.p = ap;.a - Up, 

(2.10) 

where Clp is the Kronecker symbol in 2-space. 
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We introduce the second fundamental form of the 
surface through 

brx.p = as • arx..p = aa • ap.rx. = bprx.' (2.11) 

where as is the unit normal to any point of sand 
satisfies the relations 

aa' as = 1, as· arx. = 0, aa' aa.rx. = 0. (2.12) 

We recall, from differential geometry, the formulas 

arx.IP = brx.pas , 

aa.p = - bparx. , 

brx.Ply = brx.yIP' 

and also note, for future reference, the result 

(2.13) 

(2.14) 

where in (2.13) and (2.14) a single stroke designates 
covariant differentiation with respect to arx.p' Trx. is any 
surface tensor, and R~py is the Riemann-Christoffel 
surface tensor given by 

(2.15) 

Consider again the surface s and assume the 
existence of a neighborhood :R(s) in which points in 
space lie along one and only one normal to s. Let 
x3, a parameter measured (to the scale of Zi) along the 
positive direction of the uniquely defined normal from 
s, denote the distance to any point in :R(s). It then 
follows that any point in :R can be located by means of 
the relation 

If we now identify the parameters Xl, X2, and xl' with 
the curvilinear coordinates Xi, then Xi = {xrx., x3} may 
be regarded as a system of convected normal coordi­
nates and (2.16) represents the transformation rela­
tions between these normal coordinates and Zi' the 
Cartesian components of p. 

The existence of a neighborhood :R(s) in which 
every point is uniquely located by (2.16) may be 
verified in the manner discussed by NaghdL4 Indeed, 
if RI and R2 are the principal radii of curvature of the 
surface, in view of (2.9), we need only choose 

:R(s) = {(xrx., x3):lx3
1 < min (lRII, IR2D} (2.17) 

to ensure that· (2.3) is always satisfied. With this 
choice of :R(s), (2.16) is nonsingular and hence the 
various formulas given earlier in this section remain 
valid. 

We also note here that on the surface xl' = 0, we 
have 

grx.P = arx.p, grx.a = 0, ga3 = 1, 
grx.p = arx.P, grx.s = 0, g33 = 1, (2.18) 

g = a. 

A few remarks concerning the notation and 
convention used may be helpful at this stage. Through­
out the paper Latin indices (subscripts or superscripts) 
have the range 1,2,3, Greek indices have the range 
1, 2, and the usual summation convention is employed. 
We use a single stroke ( I ) for covariant differentiation 
with respect to the first fundamental form of the 
surface, a semicolon (;) for components of the 
covariant derivative of a vector function as in Eq. 
(3.6), a comma for partial differentiation with respect 
to surface coordinates xrx., and a superposed dot for 
material derivative, Le., differentiation with respect 
to time, holding xrx. fixed. The lowering and raising of 
superscripts and subscripts of space tensors defined 
on x3 = ° (e.g., the components Vi of the velocity 
vector in Sec. 3) is accomplished by using the metric 
tensor gii and its conjugate defined in (2.18). 

3. KINEMATICS OF A DEFORMABLE SURFACE 

Let the motion of a surface s, embedded in a 
Euclidean 3-space, be referred to a fixed right-handed 
system of rectangular Cartesian axes. The position 
vector of a typical particle of s at time t may be 
designated by r, where 

r = rex!, X2, t), (3.1) 

and xrx. together with XS represent a system of con­
vected normal coordinates introduced in Sec. 2. Also, 
we impose the restriction 

(3.2) 

for physically admissible motions. 
The first and the second fundamental forms of the 

surface, as well as various formulas of Sec. 2 involving 
r, as and their derivatives, are still valid except that 
now these functions depend also on t. We designate 
the initial value of r at time t = ° by R and refer to 
the initial (undeformed) surface by 8 and denote its 
first and second fundamental forms by Arx.p and Brx.p, 
respectively. 

Let v, a three-dimensional vector field, denote the 
velocity of s at time t. Then, when referred to the base 
vectors ai = {arx., as} of s, v may be written as 
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Since the coordinate curves on s are convected, we 
have12 

,it« = VI« = v,« 

, = (vPI« - bp«va)aP + (va,« + b~vp)aa (3.4) 

and then, by (2.12), we can show that 

as = -(va,« + b~vp)a«, (3.5) 

where a superposed dot denotes the material derivative 
with respect to t, holding x" fixed. We also introduce 
here the notation vi ;« by writing the right-hand side 
of (3.4)2 as v;;"ai so that 

and 

VJ.;,. = vl«' aJ. = (vJ.I'" - baJ.vs), 

va;" = via' as = (va." + b;v;.). 

(3.6) 

(3.7) 

We now record without proofs certain kinematical 
results established previously.? Thus 

where 

and 

ita = ('fJkq. + tpkJak, 

a" = ad(tpk)' - 'fJkJ.)a'k, 

aa = aa = tpkSak, 

2'fJaP = 2'fJp" = (VaIP + VPI" - 2bapva) 

= (Va;p + VP;a)' 

'fJ3iZ = 'fJa3 = 0, 'fJ33 = 0, 

2tpap = -2tppa = (VaIP - VPI"') 

= (va;p - VP;a), 

tpaS = -tpSa = -(Vs,« + b~vp) 
tpS3 = O. 

(3.8) 

(3.9) 

(3.10) 

In view of (3.9) and (3.10), the components of the 
velocity gradient VI'" given by (3.7) may now be put in 
the form 

(3.11) 

For future convenience, we define here the kinematic 
measures 

e"p = !(a",p - Aap), Kap = -(b"p - Bap), (3.12) 

introduce the notation13 

Yla = 'fJk"ak = !(vla • aJ. + VI). • aIX)aJ. 

and note that 

faP = 'fJ"p = ldap , 

,caP = -baP' 

12 See, for example, Ref. 3. 

(3.13) 

(3.14) 

18 'l« as defined by (3.13) is negative of the corresponding quantity 
in Ref. 7. 

Also, the rate of change of the determinant of aap is 
given by 

,d = det (aaP) 

= (%aJ.v)[det (aaP)]dJ.v 

= aaJ.vdJ.v = 2a'fJ1· (3.15) 

It is clear from (3.9) to (3.12) that e«p' Kap ' 'fJ"p, as 
well as tpap (a subtensor of tp;i)' are surface tensors, 
whereas tpij is a space tensor. The tensors 'fJap and 
tp«p may be referred to as the surface rate of deforma­
tion and the surface spin, respectively. 

We consider now the higher-order velocity gradients. 
The second-order velocity gradient vlap' by (3.4)1 and 
(2.13)1' may be expressed as 

vlaP = (itJ IP = (bapaa) + r;paJ. 

= bapaa - bapva;J.aJ. + r;paJ.' (3.16) 

where r;p is the surface Christoffel symbol given by 

r;p = aJ.·aa,p' (3.17) 

It is clear that vlap is symmetric in the indices (ex, f3) so 
that vl«P = vl(ap)' where the notation T(ap) stands for 

T(aP) = UTap + Tpa]. (3.18) 

The third-order velocity gradient vlaPy is symmetric 
only in (ex, f3). In fact, by a formula of the form (2.14), 

(3.19) 

and with the help of (3.19) and (2.15)2, we have 

vl"PY = vl(aPy) + ![bayb~ + bpyb; - 2b"pb;]vlJ.' (3.20) 

where vl(a/lY) is completely symmetric in (ex, f3, y). 
We can easily obtain various expressions for the 

components of vlaP and Vlapy, namely, vJ.;a/l, v3;ap 
and v J.;a/lr' V3;aPr similar to those in (3.7), bl,lt we do 
not record these here. 

4. SUPERPOSED RIGID BODY MOTIONS 

We consider a second motion of s which differs 
from the previous motion (3.1) only by a superposed 
rigid body motion when the surface has the same 
orientation as in the first motion. Let the velocity 
vector at time t, corresponding to the second motion, 
be denoted by v*. Then 

v* = v + [Yo + w x (r - ro)1 

=v+[b+wxr], (4.1) 

where the quantity in the bracket represents an 
arbitrary velocity due to rigid motion, and b = 
Vo - w x ro , Vo and ware vector. functions of time 
only. 
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From (4.1), we have 

* * vI" = v,,, = v,,, + w x a",. (4.2) 

Also, with the help of (2.13), we obtain from (4.2) 

vf",p = vlaP + b~pw x as, (4.3) 

V~py = vl"'PY - b",pb;w x av + b"PIYw x as. (4.4) 

We now define the kinematical quantities 

y)"p = Y)("P) = vl"P + b"p(vp • • as)aJ. 

= vl",P + b"pvs;J.a\ (4.5) 

y)",py = Y)("Pyl 

= vl"'PY + b"pb~vl" + b"PIy(vlJ. • as)aJ., (4.6) 

and note that (4.6) is completely symmetric in the 
indices (oc, /3, y) in view of (3.20). Using (4.2)-(4.6) 
and (3.13), and noting the identity 

[(w x aJ.)' as]aJ. = -lew x as)' aJ.]aJ. = -w x as, 

(4.7) 
it can be easily verified that 

* * * ( ) y)", = y)", y)"p = y)"p, y)"py = Y)"PY' 4.8 

Hence the kinematic variables y)"" y)",p, y)",py are in­
variant under superposed rigid body motions when 
the surface has the same orientation as in the first 
motion. 

From (4.5) and (3.16), we have 

y)",p = Y)("'PI = vl",P + b",p(vlJ. • as)aJ. 

= b",pas + r;paJ. = rJi(",Pla' 
and 

(4.9) 

(4.10) 

Recalling that 

(4.11) 
then 

(b"'PlY) = (b",p»)y - b"pa"ArJJ.(",yl - b"",a"J.rJA(YPI 

= rJS(",Plly - b~'YJJ.("'YI - b!rJA(YPI' (4.12) 

(b"'PIY") = rJS("'Pllya - b;rJJ.(",yI16 - b!rJA(YPI16 

- [(b~ly'YJ.«",al + b!larJJ.(pyl) 

+ (b;16'YJJ.(",yl + b;ly'YJJ.(P61) + aAvb"PIJ.'YJv(yal]· 

(4.13) 
Now, differentiate (4.9) to obtain 

vl"PY + bexPIy(viA • as)aJ. + b",P[(vlJ.y • as)aJ. 

- Ab~(vIA • ~o)aJ. +b~(vIA • a,)asJ 

= (bexp)lyaS - b",pb~a" + (t';p)lyaJ. + r;pbAyaS ' 

(4.14) 

From (4.14), together with (4.5), (4.6), and (4.12),. 
we deduce 

Y)("'Pyl + b"'P[Y)(J.yl • as]aJ. 

- bexp[b;(vlJ. • a,,)a" + b~(vlJ. • a,,)aA] 

= (b",p)lyaa - b"pb~a" + (t'!P)lySJ. + t';pbAyaa 
(4.15) 

and 

Y)(exPYI = 'YJi(tr.py)ai
, 

'YJA(",py) = 'YJ.«",PlIY - [bJ.yrJS(exPI +.bIlPfJa(J.y)J + 2biI/Jb;fJ"J., 
. (4.16) 

--" A A 'YJS(IIPyl = (bIlPIY) + bp'YJA(",yl + b",fJA(yP) + byfJJ.("'P) ' 

where we have also used 

(4.17) 

which follows from (4.10)1' 
We close this section by calculating suitable 

expressions for the material derivative of gradients 
(with respect to allP) of A",p which will be needed 
subsequently. Recalling that 

(4.18) 

with the help of (4.17) and the fact that AIZP = 0, 
we obtain 

In a similar manner, from (AIIP)Y")' we deduce th€) 
result 

(AexPlya) = -aAV[A"pfJv(exyll" + A"",rJv(PY)I"] 

- a"V{[AAPlarJv(IIY) + AAPI,rJv(u)] 

+ [A""'I"fJv(py) + A""'I/h(p,,)] + A"IlIJ.rJv(ya)}' 
(4.20) 

5. A THEORY OF A DEFORMABLE SURFACE 

Let CT, the area of s at time t, be bounded by a 
closed curve c and let v be the outward unit normal to 
c lying in the surface. If n isa three-dimensional 
vector field defined on s and if, for all· arbitrary 
velocity fields v, the scalar n • v is a rate of work per 
unit length of c, then n is called a contact force per 
unit length. If n'" are contravariant vectors (under 
transformation of surface coordinates x") and if, 
for all arbitrary velocity gradients vI'" the. scalar 
n'" • VI'" is a rate of work per unit length of c, then 
nil will be called a simple dipolar contact force per unit 
length. Similarly, if n"'P are contravariant tensors 
(under transformation of surface coordinates x") and 
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if, for all arbitrary second-order velocity gradients 
vl«P' the scalar naP. vlaP is a rate of work per unit 
length of c, then naP will be called a simple tripolar 
contact force per unit length. 

Similar definitions can be provided for the three­
dimensional assigned force f per unit mass of 5 and 
the simple dipolar force fa and simple tripolar force f aP , 

each per unit mass, through their (scalar) rate of work 
per unit area of 5. The above definitions can be easily 
generalized for simple multipolar contact forces per 
unit length (n«I" '''m, m = 1,2, ... n) and simple 
multipolar forces per unit mass of 5(f"'" ·am). 

We assume that the forces f, f«, and f«P, per unit 
mass, act throughout (j (an arbitrary area of 5 at time 
t) and that the contact forces n, na, naP, all per unit 
length, act across c (a boundary curve of (j). In 
addition, we assume the existence of an internal 
energy function U per unit mass, an entropy function 
S per unit mass, a heat supply function r per unit 
mass and per unit time, a local temperature T (> 0), 
and a heat flux h per unit length of c. Thp equation 
for balance of energy and the Clausius-Duhem 
inequality may then be written as 

.Q J. p[U + lv2 + K] d(j 
Dt a 

then after carrying out the indicated differentiation, 
(5.1) becomes 

1 p(O + V· v) d(j + 1[U + iv2 + K]a-t(p~t) d(j 

-1 pf • v d(j - in. v dr. 

= 1 p[r + fa. via + fap • vlaP] d(j 

+ J. [na • Via + naP. vl«P - h] dc, (5.5) 

where a superposed dot stands for material derivative 
and where we have put 

fa = f« - yap(VI~)' raP = faP - yap16(VI~6)' (5.6) 

Since vlaP is symmetric, it is clear from (5.5) that the 
tensor nap in n«P • vl"P may be taken to be symmetric 
in (IX, fJ) without loss in generality. A similar remark is 
applicable to r«p in (5.5). 

We now assume that p, U, h, r, n, n'Z, nap, (f - v), 
l«, laP, are unaltered by arbitrary superposed uniform 
rigid body translational velocities and proceed to 
consider the invariance of (5.5) under such motions . 
Thus, in view of (4.1), if we replace V by (v + b) in 
(5.5), then after subtraction follows the equation 

= 1 p[r + f· v + fa. Via :- FP • VlaP] d<1 b. Ur[p(V - f) + va-t(p~t)] d(j - in dC} 

+ i [n • V + na • Via + n"P • vl"P] de - i h de (5.1) + t(b . b){1a- t ~t (pat) d(j} = 0, (5.7) 

and 

.Q 1 pS d<1 -1 p!.. d<1 +1!!.. dc ~ 0, (5.2) 
Dt C1 C1 T c T 

where p is the mass density, v is the magnitude of 
v, DIDt denotes the material derivative, Kin (5.1), 
representing the contributions to the kinetic energy 
due to velocity gradients, is taken in the form 

which must hold for all arbitrary constant vectors b. 
By replacing b by fJb, fJ being a scalar, it then follows 
from (5.7) that 

J.a-t .Q (pat) d<1 = 0, (5.8) 
a Dt 

(5.3) Since (5.8) holds for all arbitrary areas <1, it follows 

with yaP and y"PY6 assumed to be functions of the sur­
face coordinates x a only, so that yaP = 0 and yapy

6 = o. 
Without loss of generality the coefficients yaP, yaPY6 

have obvious symmetry properties. Product terms in 
v, via' Viall could be included but we restrict attention 
to (5.3). 

Recalling that the rate of change of an element of 
surface area d<1 is given by 

(5.4) 

that 
a-t(DI Dt)(pat) = 0, (5.10) 

or alternatively we have 

'+1 d .+ A 0 P zp - = p prJ.< = , (5.11) 
a 

where (3.15) has been used. In view of (5.10), (5.9) 
reduces to 

i[p(V - f)] d<1 - Ln de = 0, (5.12) 
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and the energy equation (5.5) assumes the simpler 
form 

J:[O - r + (v - f)· v _fa. Via - 1«p. vl,jp1 da 

= i[n' V + na
• VI" + naP. vlaP - h1 de, (5.13) 

where la and lap given by (5.6) represent the difference 
between the assigned forces per unit mass and the 
inertia terms due to higher-order velocity gradients. 

The simple contact forces n, n"', n"'P, when referred 
to the base vectors ai' can be expressed as 

n = nia; = n"a;. + n3aa, 

If h'" is the value of the flux of heat across the x'" 
curves, then applying (5.21) to an arbitrary curvilinear 
triangle on $, bounded by coordinate curves through 
the point x" and by e with unit normal P", we obtain 

h ::?: P"qa:, q'" = hlZ(a"a)t (5.22) 

which holds for all Pa:' Now, let h- be the flux of heat 
across c corresponding to -Pa:, then by (5.22)1 

(5.23) 

since q" is the same for a given thermodynamic process. 
Combining the inequalities (5.22)1 and (5.23), we get 

(5.24) 

n'" = ni"'a; = n"aa;. + n3"aa, 
naP = niaPai = n"aPa;. + n3aPaa. 

(5.14) But, h = -h- since the heat flux must be continuous 
across all curves on $. Hence, we must have14 

Similarly, the simple force multiples f, fa, fap, as well 
as la, laP may be written in the forms 

f = fiat , fa = paa; , f"/J = fia pa; , 
,a: = j,aa

i
, rail = j;apa; . 

(5.15) 

Over a curve with unit normal v = p"a", the (physical) 
contact force vector is n. If n'" are the (physical) 
force vectors over each coordinate line, then applica­
tion of (5.12) to a curvilinear triangle yields 

n = I'Van""(a"",)t = Nap", N" = n"'(aaa)t. (5.16) 

" 
Hence, N'" transforms as a contravariant surface 
vector and we can write 

Na = Niaai = N;''''a;. + N3aaa 
and by (5.14)1 

(5.17) 

(5.18) 

where N"" and NS" are surface tensors under trans­
formation of surface coordinates. 

Substituting (5.16) into (5.12), then under the usual 
smoothness assumptions and making use of Stokes' 
theorem, we transform the line integral into a surface 
integral and deduce 

(5.19) 

which holds for arbitrary a. Hence, we have th~ 
equations of motion 

Nj", + pf = pi. (5.20) 

Before further considerations of the energy equation 
(5.13). we return to the entropy production inequality 
(5.2) and with the help of (5.10) deduce the inequality 

i p [ S - ~ ] da + i ~ de ~ O. (5.21) 

h = yaq". (5.25) 

Denoting by n''''', n',,"11 the (physical) simple force 
multipoles over the x" curves, then application of the 
energy equation (5.13) to a curvilinear triangle on 
$, in view of (5.20) and (5.25), results in 

Ii" . VI" + naP. vlap = 0, 

where we have set 

(5.26) 

na = nil - N""p", N"'" = n",a(a",,)t, (5.27) 

n"'P = naP - N"aPy", N"",II = n''I",p(a''''l (5.28) 

Introducing the notations 

G" = Na + NY: + pra, 

GaP = NaP + Nr:p + pr"p, 
Gap), = N"PY, 

(5.29) 

then substituting (5.26) into (5.13), transforming the 
line integrals into surface integrals and after re­
arranging the results and using (5.20), we obtain 

pr - qj", - pO + Ga,vl'" 

+ G"p • vl"fj + GllZP • VlaPI' = O. (5.30) 

Next, we consider motions which differ from the 
given motion by a superposed uniform rigid body 
angular velocity, the surface $ occupying the same 
position at time t. We assume that p, U, r, qa, n", n"'P, 
Ga, G"p, Ga:p)', are all unaltered when the surface $ is 
subjected to a superposed uniform rigid body angular 
velocity. Thus, using the results (4.2) to (4.6) and 
(3.13), we deduce from (5.26) and (5.30) theequations15 

-a +b-aP 0 n X aa: ",pn X aa = , (5.31) 

14 The result (S.2S) deduced from (5.22) can also be shown in the 
case of a recent paper by Green, Naghdi, and Wainwright' which 
deals with a general theory of a Cosserat surface. 

15 It can be shown that the components of 'la, 'lcip, 'laP1 with 
respect to a' are unaltered under all superposed rigid body motions. 
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and 

(GY 
- b",pb;Gq"P) x a. 

+ (b"pGap + bIXJl1yGYI%P) x as = 0, 

together with 
-II + -ap • 0 o . Y1", o· Y1(<l<P) = 

and 

pr - qj« - pU + G"· Y1" 
+ GIlfP • Y1"p + GY"P • Y1apy = O. 

(5.32) 

(5.33) 

(5.34) 

We note here that since oaP = o(all) and since N""P 

(being the values of 0("'/1) over the coordinate curves 
x") is symmetric in (oc, (J), then nap given by (5.28) is 
symmetric in (oc, (J). Also, by (5.29), we have 

(5.35) 

We complete our general theory by returning to the 
entropy production inequality (5.21). With the help of 
(5.25) and u'nder suitable smoothness assumptions, 
after transforming the line integral into a surface 
integral, we deduce from (5.21) the (local) inequality 

pTS - pr + qj« - qa(T,aJT) ~ O. (5.36) 

The basic field equations of the theory then consist 
of: the (local) equation (5.11) for conservation of mass, 
the equations of motion (5.20), the energy equation 
(5.34), as well as the remaining basic equations and 
symmetry conditions (5.33), (5.31), (5.32), together 
with the inequality (5.36). Inspection of (5.33) and 
(5.34) suggests that for a complete theory constitutive 
equations must be found for tf, U, oa, nlZP , Gil, GaP, and 
GaPy and these can be reduced to a canonical form 
with the use of invariance conditions for each equation 
which keeps the left-hand sides of (5.33) and (5.34) 
unaltered by all superposed rigid body motions. If 
we assume that n«, ji«P are (invariant) vector functions 
under transformation of surface coordinates, it then 
follows from (5.27), (5.28) and (5.29) that N"a, N""P, 
Ga, Ga/l, etc., transform as contravariant tensors under 
transformation of surface coordinates. Moreover, if 
we set 

G""p = Gi'l"'llai = G).I/lXJla ). + G3II«Paa , (5.38) 

then G;"'IZ, G3111Z, G).'IIZ/I, GS"1XJl are surface tensors. 

6. ALTERNATIVE FORMS OF THE 
BASIC FIELD EQUATIONS 

Although the derivation of the basic theory of Sec. 
5 in vector form is simple and attractive, it conceals 
the relative complexity of the resulting equations. 
For this reason and for future reference, we collect 

here the' basic equations of Sec. 5 in terms of tensor 
components. 

By taking the scalar products of (5.20) with a(J and 
again with as and using (5.17) and (2.13), we obtain 
the equations of motion in the form 

Nf: - b~N3" + pfP = pcP, 

Nj: + b,,(JN/l1Z + PP = pes, 
(6.1) 

where ei = {c(J, c3} are the components of acceleration. 
Also, from (5.29), we have the differential equations 

G)." - pfA" = N)." + Nt:" - b;N3q
ll, 

Gs.. _ p',I's.. = Ns.. + NS"IZ + b NV"II. 
'.I 1'1 V" , 

(6.2) 

G).IlP _ pY(IZP) = N).1XJl + Nf:("P) _ b:N3'1("III, 

G3IXJl _ p!S(IZ(J) = Ns..P + NftlZP) + b)."N)."(II.P), 
(6.3) 

G).",(Pyl = N).IZ(Pyl, Gs..(Pyl = Nsa(PY), (6.4) 

where Gill, Gi(,,(J), Gia(Pl') are defined by (5.37) and 
(5.38). 

With fi'" = 011. ai, fiill/l = 0"/1 • ai, the component 
form of (5.31) may be written as 

-ill. + b -iap 0 (6 5) Eidn Ei3k IZpn = • . 
or equivalently 

E).lZfi).1Z = 0, 
-Sv b -VIZP _ 0 (6.6) 
n - IZ/ln - • 

Similarly, from (5.32), we obtain 

E [G).IZ + GIZE(/ly1b b).l - 0 ).IZ /ly E - , 

G3v _ blJlpGVIZ/I - b;bll/lGSY(IZ/l1 - blZplYGvY(IZPI = o. 
(6.7) 

The component form of (5.33) is given by 

(6,8) 

and the rate of energy equation (5.34) may be ex­
pressed in the form 

pr - qjlJl - peTS + ts - ..4) 

+ GMrJuIl) + G ilJl
/lrJi(IlP) + G iYIJl/lrJi{IlfJ1) = 0, (6.9) 

with A, defined by 
A = U- TS, (6.10) 

being the Helmholtz free energy function per unit 
mass. 

From (6.6) and (6.7) follow the results 
n(J.IJl] = N[).(E)",]V

E
, 

(nSA _ b"/ln).{IJI/l» = (NSE). - bIXJlNi.£(IlP»1I£ (6.11) 

and 
GrM] + b/lyb~i.G«J£(/l1) = 0, 

G ay _ b GYIXJl - bVb G3 Y(IJl/l1 - b GV(IJI/lyl = 0 
IJIP Y "'/I "Ply • 

(6.12) 
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where n[AIZ) is the usual notation for the anti symmetric 
part of n;''''. Also, by (5.35), we have 

GilZ[P1J = O. (6.13) 

Supplementary to the above field equations, we also 
have the equation (5.11) for conservation of mass and 
the inequality (5.36). 

7. AN ELASTIC SURFACE 

Guided by the form of the rate of energy equation 
(6.9) and other basic field equations in Sec. 6, and 
since the constitutive equations for an elastic con­
tinuum are rate independent, the constitutive equations 
for an elastic surface may be defined to depend on the 
first and second fundamental forms (in both de­
formed and the initial configurations), as well as their 
gradients. However, since a",ply = 0 and r;p is not a 
tensor, for the tripolar theory of this paper, we adopt 
as the kinematic variables e"p' ~",p, A",p, A"'PI1' A"Plya, 
h"'PIY' B",p, the first two of which are given by (3.12). 
Thus, we define an elastic surface by the constitutive 
assumptions16 

A = A(T, e",p, K"p' A"PI1' A"Plro' b"P!Y)' (7.1) 

together with assumptions of similar form for S, 
Ni", N i"", N''IaP, the constitutive assumptions 

qV = qV(T, 1',,,, eltp, Kttp, A"PIY' AltPIYil' b"PIY)' (7.2) 

ni<l = ni"(T, e"p, K«p, A"PIY' A"PI10 ' b"PIY' vy), (7.3) 

and an assumption similar to (7.3) for ni(aP). Although 
not shown explicitly, the dependence of the above 
constitutive functions on the initial values of the first 
and the second fundamental forms A"p and B",p are 
understood. 

Recalling that (6.8) holds for all arbitrary values of 
the velocity gradients and since the constitutive 
assumptions are independent of the rate of change of 
the kinematic variables, it follows from (6.8) that 

ni" = Ni'l"v", (7.4) 

n'(<lP) = N i 'l(II.Plv". (7.5) 

Equations (7.4) and (7.5) also show that N i"", and 
Ni"(,,P) are surface tensors with respect to the index 
1]. Moreover, in view of (7.4) and (7.5), Eqs. (6.11) are 
now identically satisfied. 

Combining (6.9) with (5.36), we obtain 

GI"P)1](ltP) + Gi(aPl'YJi(aP) + Gi (ltP1)'YJi(aPy) 

- pA - pst - 1. q"'T > O. T ,It_ (7.6) 

16 The difference (r~p - or:p), where or:p is the Christoffel 
symbol of the initial surface, is a tensor and could be used instead 
of A"/lIY in (7.1). Also, variables of the type B"'PIY are not included 
since they can be expressed in terms of B;.., A.<v, A;"IY and the 
covariant derivatives of B).y with respect to the initial surface. 

From (7.1) and using (3.12), (3.14), (4.10). (4.16), 
(4.19), and (4.20), the rate of change of the free energy 
A may be expressed as17 

A - oA l' oA _ oA ~ 
-::IT +::1 1)(",(1) ::I 1]3(",/1) + ::I(b ) 

U ue"p UKa,p U "Ply 

X ['YJS("Pr) - (b;'YJ;.(py) + b;'YJ;.(ya) + b~'YJ).(,.p»] 
oA ;"[A A] oA 

o(A ) a;.,.1]v(py) + ;.p'Y/v(a.y) - o(A ) 
,.ply ,.pl~ 

X a"V{A.l.(I['YJv(ayo) + (b.o'YJs(ay) + b"y'YJ3(vo» 

- 2ba.ybg'YJ(0".)] + A"",['YJ.(pyo) + b.6'YJs«(lyj 

+ bpy'YJa(.6) - 2bpyb~1]("v)] + A,.pI).'YJv(yo) 

+ [A""lo1)y(PY) + A,Wlo'YJ.(a.y)] 

+ [A"aly1'}v(P6) + A"Ply1]v(a.6)]}· (7.7) 

Substituting (7.7) into (7.6) and taking account of 
(7.2) and the constitutive assumption for S, we obtain 
an inequality which holds for all arbitrary values of 
'YJ(ap), 'YJi(aP) ' 'YJi("Py) and t at time t. Then, in a manner 
similar to that of Coleman and Noll,l8 we deduce the 
constitutive equations 

S = -oA/oT, (7.8) 

G(a.P) = p oA + 2p(a''''M + a"Pb~)b;A"v oA , 
oeaP o(A;'vlyo) 

(7.9) 

(7.11) 

17 In evaluating oAf oe",p, the tensor eltp in A is understood to stand 
fori(e",p + ep,,). A similar remark holds for OA/OKa/1. etc. Also, in 
evaluating oAlo(b«PIY), b«(lly in A is written in a form which is com­
pletely symmetric in (a, fl, y). 

18 B. D. Coleman and W. Noll, Arch. Ratl. Mech. Anal. 13, 167 
(1963). . 
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(7.12) 

_qaT,a 2 o. (7.14) 

Also, with the use of (7.9) to (7.14), the rate of energy 
equation (6.9) reduces to 

pr - pTS - q'ja = 0, (7.15) 

which may be used to determine the temperature. 
The constitutive relations (7.9) to (7.14) are valid 

for an elastic surface which is anisotropic in some 
preferred state, usually taken to be the initial unde­
formed state. We can now study the effect of material 
symmetries in restricting the form of the cortstitutive 
equations along the lines discussed by Green and 
Adkins.19 In the special case when the surface is 
initially isotropic with a center of symmetry and if we 
assume that A is a polynomial in the arguments 
indicated in (7.1), we can then express A as a function 
of joint invariants of the arguments in (7.1), as well as 
Bep. This may be accomplished in a manner similar to 
that discussed by Green, Naghdi, and Wainwright,7 
where other references to more general and recent 
developments on symmetry restrictions may also be 
found. 

8. SPECIAL CASES 

In this section, we discuss special cases of the theory 
of an elastic surface with simple force tripoles. We 
recall that for an elastic surface, in addition to the 
constitutive equations (7.9) to (7.13), we have the 
symmetry restrictions (6.12) and (6.13), the trans­
formation relations (5.18), (7.4), and (7.5), the 
equa,tions of motion (6.1), and the equations (6.2), 
(6.3), and (6.4). 

The number of components of surface forces Nia, 

NiaP, Niy(aP) which are present in the above field 
equations is 6 + 12 + 18 = 36. However, not all of 
these are independent of each other; the restriction 
(6.13) is identically satisfied and (6.12) provides 
1 + 2 = 3 equations which various combinations of 
Girt, GiaP, GiaPY must satisfy. We thus have 36 - 3 = 33 
independent components of forces and the constitutive 

19 A. E. Green and r. E. Adkins, Large Elastic Deformations 
(Clarendon Press, Oxford, England, 1960). 

relations (7.9) to (7.13) supply 3 + 3 + 6 + 4 + 8 = 
24 equations relating these to the kinematic variables, 
thereby leaving 33 - 24 = 9 components of forces 
indeterminate. Alternatively, we may regard (7.9) 
and (6.12) as equations for GUa), G["a] and G3a, (7.10) 
to (7.13) and (6.13) as constitutive relations for 
Gi(aP), Gi(apy ), and Gia[py]. If we write Giy(ap) in the 
form 

Giy(aPl = H Giy(afl} + Gia(Py) + GiP(ya)} 

+ ![Giy(aP) _ Gia(Py)] + l[Giy(aP) _ GiP(ya)] 

= Gi(yaP) + Gi(yaP) , (8.1) 

where we have set 

Gi(yap) = l[2Gi y(aP) - Gia(Py) - GiP(ya)], (8.2) 

then w~ see that Gi[ap] with 3 independent components 
and G,(aPy) with 24 - 6 - 12 = 6 independent com­
ponents remain unaccounted for, and the total number 
of indeterminate components is again 3 + 6 = 9. 

In order to provide a determinate theory of simple 
force tripoles, we set , 

Gi[aP] = 0, Gi(aPY) = O. (8.3) 

It then follows from (8.3), (6.13), (7.12), and (7.13) 
that 

GiaP = Gi(aP), GiyaP = Gi(yap), (8.4) 

and instead of the restrictions (6.12)1 and (6.13), and 
the equations (6.2) to (6.4), we now have 

N().·a) + Nl;[/l]al - b~)Ns/la) + pjUa) = GUa), 

N[J.a] + Nf;(/l)a] - b~J. NS/la] + pj[J.a] = G[J.a], 

N 3a + Ni:a + b"/lNJ./la + pj3a = GSa, 

(8.5) 

(8.6) 

(8.7) 

NJ.(aP) + Nt~/lap) _ b;Ns(/laP) + pjA(aP) = GJ.(aP), (8.8) 

NJ.[aP] + pjA[aP] = 0, (8.9) 

NS(aP) + Ni~/lap) + bJ./lNJ.(/laP) + pjS(aPl = GS(aP), 

(8.10) 

(8.11) 

(8.12) 

NJ.(aPy) = GJ.(aPy ), NJ.apy - NJ.(apy ) =: NJ.(aPy) = 0, 

(8.13) 

where G(J.a), Gi(aP), Gi(apy) are specified by the con­
stitutive equations (7.9) to (7.13), GSa is given by the 
relation (6.12)2 and G[J.a] is determined from (6.12)1' 

We return now to the general theory without using 
(8.3) and no longer admit the simple surface and body 
force tripoles, i.e., we set 

(8.14) 
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Then, by (7.5) and (6.4), 

Gitl/ly == Nia/ly = o. (8.15) 

It follows from (7.12) and (7.13) that in this case 

oAjo(ba/l l) = oA/o(AhIP1) = 0, 

so that (7.1) assumes the form20 

A = A(T, ea/l' Kap, Aa/l ly)' (8.16) 

all other constitutive assumptions become independent 
of ba/lly and Aaply.J, and the constitutive equations for 
GUa), Gi(aP), the relations (6.12), and the system of 
equations (6.2) to (6.4) reduce to 

Gu .. ) oA G[J.a] - 0 GS}. - b GJ.ap (8.17) =p-, -, - a/l ' 
oeJ.a 

N Ua) + NI~[Il]a) _ b!J.NsIla) + p!Ua) = G(J.a), (8.19) 

N[J.a.] + Nf!(Il)a] - b~J.N3jta.] + p![J.a.] = 0, (8.20) 

N3a. + Nr: + bJ.IlNJ.Ila + pJ3a. = GSa, (8.21) 

NiaP = Gitl/l. (8.22) 

It follows from an examination of (8.17) to (8.22) 
that in a theory in which (8;14) is assumed, the three 
components of Gi[aP] remain indeterminate. A deter­
minate theory of simple force dipoles may be obtained, 
however, by setting 

Gi[aP] = 0 (8.23) 

from which, together with (822), we have 

Ni[a/l] = o. 
Thus, for a determinate simple dipolar theory of an 
elastic surface, the relevant field equations are the 
equations of motion (6.1) and the system of equations 
(8.17) to (8.23). 

Within the scope of a simple dipolar theory [corre­
sponding to (8.14)] if, instead of (8.16), we admit a 
restricted assumption for the free energy A in the 
form 

(8.24) 

and also assume that all other constitutive assump-

10 The dependence of A in (8.16) on initial values of the first and 
second fundamental forms is understood. 

tions are independent of A aply , we can then conclude 
from (8.18h that GJ.(IX/I) = O. If we also admit (8.23) 
by (8.22) and (7.4), we then have 

NJ.[IX/I] = 0, nJ.IX = 0, 

N 3[IXP] = 0, nap = N 3(IXP)'/IIX' 
(8.25) 

Recalling the rate of energy equation (5.13), in view 
of (8.25) and for consistency we should also put21 

pPIX = O. (8.26) 

We call the theory in which A has the form (8.24), the 
restricted simple dipolar theory. The field equations 
of the determinate restricted (dipolar) theory are 
given by (6.1), (8.17), (8.18)2' (8.19) to (8.21), (8.25), 
(8.26), and with 

NJ.a.P = GJ.IX/I = O. (8.27) 

These field equations of the restricted dipolar theory 
(aside from differences in notations) are the same as 
those obtained previously7 in the special case that the 
directors are identified with the unit normals to the 
surface at all times. 

We return again to the original theory without 
specifying the indeterminate functions. If in addition 
to (8.14) we also set 

(8.28) 

then the special case of monopolar theory will result. 
From (8.28), together with (7.4) and (5.29)2' we have 

(8.29) 

It then follows from (8.29) and (8.18) that for the 
monopolar theory, 

A = A(T, eIXP)' (8.30) 

and we can easily recover the equations of the mem­
brane theory as given by Green and Adkins.19 

ACKNowLEDGMENTS 

The results reported here were obtained in the 
course of research supported by the U.S. Office of 
Naval Research under Contract Nonr 222(69) with 
the University of California, Berkeley. Part of this 
work was carried out when one of us (AEG) held a 
visiting appointment at the University of California, 
Berkeley. 

11 Our motivation for requiring (8.26) stems from the fact that 
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The redundancy of the Bargmann-Wigner equation for free .particles of spin S greater than one-half 
is analyzed. Only 2(2S + 1) equations involve an essential time derivative, as is well known. An addi­
tional !(S + 3)(4S' - 1) is required to define all components of the representation. The remaining 
(S + 1)(4S' - 1) are time derivatives and divergence conditions; the latter occurring doubly. 

I F one has a state comprising N independent, free 
particles that obey the Dirac equation the wave­

function would be a product 

N 

'¥ = IT 1p.(~!, P.k)" (1) 
.=1 

where ~~ give the four spin functions (i = 1, 2, 3, 4) 
and P.k the four-momentum of the vth particle. Each 
would have its own y operators and mass m. and the 
wave equation is 

yep'k'¥ = m.'¥ (v = 1, 2, ... , N). (2) 

Bargmann and Wigner1 have proposed that the rela­
tivistic wave equation for a single particle of total 
spin S and mass m be derived from Eq. (2) by setting 
all m. equal to m, all P.k equal to a single four-vector 
h and requiring the wavefunction, Eq. (1), to be 
symmetric in spin labels v. The y~ for different v 
(which is now to be considered as a position number in 
a polynomial) still commute. The wave equation is 
then 

(yePk - m)'¥1,2'" v'" N = 0, 
(v = 1,2, ... ,N), N = 2S. 

(3) 

Since the wavefunction is symmetric the normalized 
basis states are uniquely designated by the numbers 
ni which give the power to which the spin state ~i 

occurs in the polynomial. Each such polynomial 
contains 

C(nl' n2' na, n4) = N!/n1 ! n2! n3! n4! (4) 

orthogonal terms so the normalizing factor is 
C(nl' n2, na, n4)-!. The component belonging to a 
normalized basis function is denoted by Inl , n2, na, n4). 
The total number of components belonging to a given 
spin S is just the number of choices of the ni so as to 
keep 

Lni = N= 2S. 
i 

1 V. Bargmann and E. P. Wigner. Proc. Nat!. Acad. Sci. U. j. 34, 
211 (1948). 

First consider the subset of states in which exactly 
q of the ni are not zero, so that there are four such 
subsets, one for each q value of 1 to 4. The number of 
choices of i to be represented in each case is then 

(4) 24 
q = q! (4 - q)! . 

The number of partitions of N into q parts is 

(N - l)!/(q - I)! (N - q)!. 

The total number of states is therefore 

D(N) = ± 24(N - 1)! 
11=1 q! (q - I)! (4 - q)! (N - q)! 

= t(N 1- 1)(N 1- 2)(N 1- 3). (5) 

The apparent number of equations is obtained by 
multiplying each term by q before summing; 

~ 24(N - l)! 
EA = k. 

11=1 [(q - 1)!]2(4 - q)! (N - q)! 

= iN(N 1- l)(N 1- 2). (6) 

The ratio of number of equations to number of states 
approaches 4 for large S. The equations are therefore 
redundant and it is the purpose of this note to identify 
the redundancy, part of which is mere duplication of 
equations. 

Let us define the operator Ik)(ml that acts upon a 
state I'" nk '" n","') = Inl' n2, na, n4) so as to 
produce 

Ik)(mll' .. nk ,' •• n"" ... ) 

= I'" nk 1- 1,' .. n", - 1," .) 

or = 0, if n", = 0. 

Taking the normalization factors into account we may 
write Eq. (3) more explicitly 

{ni(po - m) - (n4 1- l)t 14)(11 (p", - iPII) 

- (n3 1- 1)! 13)(11 pz} Inl' nll , na, n4) = 0, 

(7a) 

1037 
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{nt(po - m) - (ns + 1)113)(21 (p", + iPII) 

+ (n4 + 1)114)(21 pz} InI' n2' na, n4) = 0, (7b) 

{-n!(po + m) + (n z + 1)!- 12)(31 (p", - iPII) 

+ (ni + 1)! 11)(31 P.} InI' nz, na , n4) = 0, (7c) 

{-ni(po + m) + (ni + 1)111)(41 (p", + iPII) 

- (nz + 1)112)(41 P.} InI' n2 , ns, n4) = O. (7d) 

Eliminating Po - m from Eqs. (7a) and (7b) we get 

nI(n4 + 1)!(p", - ipy) Inl - 1, nz , ns, n4 + I) 

+ ni(ns + 1)1pz Ini - 1, nz , ns + 1, n4) 

- nr(na + 1)1(pa: + iPII) Inl' nz - 1, na + 1, n4) 

+ n!Cn4 + 1)!pz Inl' nz - 1, ns, n4 + 1) = O. (8) 

Similarly, eliminating po + m from Eqs. (7c) and (7d) 
(and using ri in place of ni ) we find 

ri(rs + 1)!(Pa: - ipy) Irl' r2 + 1, rs - 1, r4 ) 

+ ri(rl + 1)!p. Irl + 1, rz, r3 - 1, r4) 

- rI(rl + l)t{pa: + ipy) Irl + 1, r z, r3' r4 - 1) 

+ rI(rs + lip. Ir1' r2 + 1, r3 , r4 - 1) = O. (9) 

If we now substitute in Eq. (9), 

rl = nl - 1, r2 = nz - 1, r3 = na + 1, 

r4 = n4 + 1, 

it becomes identical with Eq. (8). This means that for 
every function in which both nl and n2 do not vanish 
there is another giving the same equation. The same 
holds if neither na nor n4 vanish (even though nl , na do 
so). The total number of such equations in which 
nl and na are not zero is D(N - 2) 

D(N - 2) = IN(N2 - 1) 

plus an equal number in which ns and n4 do not 
vanish. These equations may be written 

p'B=O 
with 

iB",(nl' n2' ns. n4) 

= 21niCn4 + 1)* Inl - 1, na, ns , n4 + 1) 

- nt(ns + 1)* Inl' n2 - 1, ns + 1, nlJ,), 

iBII(nl, n2' na. n4) 

(10) 

= -21i{ nt(nlJ, + l)t Ini - 1, nz , n3 , n4 + 1) (11) 

+ nf(na + 1)!lnl' n2 - 1, na + 1, n4)}, 

iBinl' n2 , na, n4) 

= 21nI(ns + 1)! Ini - 1, na, na + 1, n4) 

+ n{(n4 + 1)*ln1 , nz - 1, n3' n4 + 1). 

One can see from the general form of Eqs. (7) that 
po, i.e., the time derivative, can be eliminated from 

all but a few sets of equations and the function solved 
for directly. Those states for which Po must be retained 
are those with q = 1 (only one ni not zero) of which 
there are four and those with q = 2 such that either 
nl and n2 or n3 and n4 are the nonvanishing numbers. 
Then the properly weighted sum would seem appro­
priate to obtain equations in (Po - m) or Po + m, 
respectively. Since there are N - 1 partitions into 
two parts of N there are 2(N - 1) such functions, 
or with the four with only one ni nonzero a total of 
2(2S + 1) equations involving a time derivative. 
After substitution from the equations that do not 
contain Po these are equivalent to Hamiltoniansz 
or propagators of the 2(2S + I)-dimensional repre­
sentations.3 

In all remaining combinations of ni' Eqs. (7) can be 
solved for mini, na, na , n4) directly to give a complete 
set of l(N + 1)(N + 2)(N + 3) equations for as 
many functions. There exist in addition the same 
number as for mi' .. ), viz., l(N + 6)(N2 - 1), for 
Po Inl' n2, na,n4 ) plus thoseofEq. (10), i.e., iN(N2 - 1), 
counting each twice. The sum 

t(N + 1)(N + 2)(N + 3) 

+ t(N + 6)(N2 - 1) + iN(N2 ..... 1) 

= iN(N + 1)(N + 2) = EA' 

As a simple illustration we determine the Proca 
equations. The functions of spin one that have q = 1 
and q = 2 with i equal to 1 and 2, and 3 and 4, are 
six in number, viz., 

a1 = 12000), a2 = 10200), as = 10020), 

a4 = 10002), b12 = IlIOO), b34 = 10011), 

and may be arranged as follows: 

mA.: = -i{a1 - a2 - as + a4}, 

mAy == +{at + a2 - a3 - at}, 

mA" = i/2 {b12 - ba4}, 

Ea: = a1 - a2 + aa - a4• 

Ell = i{at + a2 + aa + a4}, 

Ez = -.J2 {b12 + ba4}. 

Replacing Po = ia/at, p - -iV in Eqs. (7) the six 
essential equations with Po are, in vector form: 

(aA/at) + E + Vcp = 0, 
(aE/at) - V x B - m2A = 0, 

with B from Eq. (11) and 

mcp = +i.J2 {I 1001) - IOlIO)}. 

(12) 

(13) 

a D. L. Weaver, C. L. Hammer, and R. N. Good, Jr., Phys. Rev. 
135, B241 (1964). 

3 S. Weinberg, Phys. Rev. 133, B1318 (1964). 
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The four equations in m In1' n2, na, n4) are 

B - V x A = 0, m2fF + VE = 0, (14) 

completing the necessary 10. As suggested by Foldy,4 
one can substitute from Eq. (14) into Eq. (12) and 
obtain a form of Hamiltonian in the six-dimensional 
representation. This Hamiltonian is quadratic in 
space derivations. Equations (7) shows that there are 
16 apparent equations and of these the divergence 
equation occurs twice, viz., 

V·B=O, (15) 

which corresponds to Eq. (10) and which follows 
from Eq. (14). The remaining four are readily seen to 
be 

(oB/ot) + V x E = 0, 

(OfF/at) + v . A = 0, 
(16) 

i.e., time derivatives that are derivable from Eqs. (12) 
and (14). 

The Bargmann-Wigner equations have the property 
that the Klein-Gordon wave equation follows at once 
from Eq. (3) and 

(17) 

They remain linear in p but require a representation 
larger than the minimum 2(2S + 1). The large 
representation is generated not only by the Lorentz 
transformation on spin of which the infinitesimal 
operator is the six vector Ski but by the four yk of Eq. 
(3). The algebra of this group is given by ([a, b] = 
ab - ba) 

[yk, y!] = -4iSk!, 

[smn, yk] = i(gnkym _ gmkyn}, (18) 

[smn, Ski] = i{gknsm! _ gkmsn! _ glnsmk + glmsmn}. 

The group is of rank two and order ten and the algebra 
was designated originally as B2 which is isomorphic 

4 L. L. Foldy, Phys. Rev. 101,568 (1956). 

with what is known also as C2 • Bhabha5 has investi­
gated the relationship between relativistic waves of 
higher spin and representations of B2 • Here we prefer 
to use the notation more commonly applied to the 
C algebras. An irreducible representation of C2 is 
given by two integers, {Nt, N2}, which constitute its 
highest weight. The maximum spin in such a repre­
sentation is 

The other diagonal quantum number is that of 

y4 = Nt + N2 • 

(19) 

Sub states of {Nl' N 2}, (Nl ~ N 2), are derived from it 
by permitted subtractions of the "simple roots," 6 

(1, -1) and (0,2) and with proper attention to 
multiplicity of weights. The point here is that sym­
metric functions such as considered above have 
highest weights of the form {N,O}, i.e., N2 = O. For 
a given S there are, according to Eq. (19), infinitely 
many representations and it might well be more 
appropriate to use {2, I} in place of {I, O} when S = ! 
if the system is made up of three fermions. The 
dimensionality is given by Weyl's formula and is 

D(Nt , N2) 

= t(Nl - N2 + l)(Nl + 2)(Nl + N2 + 3)(N2 + 'I). 
(20) 

A particular application of non symmetric repre­
sentations would be to use the five states of {I, I} to 
get wave equations for a particle of spin zero. 
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A solution to the steady-state, two-dimensional Boltzmann equation is obtained for the flux due to 
a point source of neutrons located in a system of two adjacent half-spaces having the same mean-free 
path. Isotropic scattering and monoenergetic neutrons are assumed. The solution for an arbitrary 
source location is related to that for an interface source which is obtained by the Wiener-Hopf technique. 
Asymptotic expansions for the flux far from the source, both along and away from the interface, are 
derived and compared with approximate theory. 

SOLVING neutron transport problems which have 
one spatial variable can be accomplished, for 

instance, by using the Casel technique. When more 
than one such variable is present,· the differential 
Boltzmann equation has not yet been successfully 
treated with this method. An alternate method of 
solution-the Wiener-Hopftechnique-can, however, 
be applied to some two spatial variable problems when 
the integral form of the Boltzmann equation is used. 
ElIiot2 has applied this technique to the integral 
Boltzmann equation to obtain the flux from a point 
source of neutrons located in a single half-space. In 
the present paper, the solution for the flux from a 
point source of neutrons located in either of two 
adjacent half-spaces is obtained under certain special 
conditions. Here again the Wiener-Hopf technique is 
applied to the integral equation describing the 
neutron field. 

I. MATHEMATICAL DESCRIPTION 
OF THE PROBLEM 

Consider a point source of neutrons located in one 
of two adjacent half-spaces as sketched in Fig. 1. 
Assuming a monoenergetic system with scattering 
isotropic in the laboratory system, the neutron flux 
can be written in the form 

+00 

pzo(r, z) = III dx' dy' dz' 
-00 

x {[C(z~:(z') pzo(r', z') + ql5(x')t5(y')t5(z' - zo)] 
X [ e-1(R,R') ]}. 

IR _R'12 (1) 

1 K. M. Case, Ann. Phys. (N.Y.) 9,1 (1960). 
I J. P. Elliot, Proc. Roy. Soc. (London) Al28, 424 (1955). 

Here c(z') is the probability of scatter, 

(
cl , z > 0, 

c(z) = 
C2 , Z < 0; 

a(z) is the total cross section in the same notation; q 
is a measure of source strength; and 

r = (x2 + y2)!, R = (r2 + Z2)!. 

T(R, R'), the optical depth,3 is the total cross section 
integrated from R' to R: 

rIR- R' 1 
T(R, R') = Jo a(R") dR". 

To solve the problem exactly, it was found necessary 
to add the restriction 0'1 = 0'2 = a, which gives 
T(R, R') = aiR - R'I. Then Eq. (1) can be written, 
in units of mean free path, as 

+00 

pzo(r, z) = III dx' dy' dz' 
-00 

[
C(Z') (r' z')·· ] x P;~ , + ql5(x')I5(y')t5(z' - Zo) 

e-1R-R'1 
X . 

IR-R'12 
(2) 

It is shown in Sec. IV that the solution for pzo(r, z) can 
be written in terms of that for po(r, z). Thus, we need 
solve only the simpler problem for the flux from an 
interface source. 

Removing r by a Fourier transformation yields 

p~(h, z) = 277f+00 dz,[C(Z')P~(h' z') + ql5(Z')] 
-00 477 

X I(lz - z'l), (3) 

8 B. Davison, Neutron Transport Theory (Oxford University Press, 
New York, 1958). 
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REGION (2l REGION (I) 

------if----4-- Z FIG. 1. .Geometry and source 
Zo --j location. 

IITERFACE 

where 

NEUTRON 
SOURCE 

+a:> 

p!(h, z) = ffeih.r po(r, z) dx dy, 
-00 

I(lz - z'l) = roo dv e-vlz-s'IJo[h Iz _ z'l (VII _ 1)1]. 
J1 v 

II. SOLUTION OF EQ. (3) BY THE 
WJE~R-HOPF TECHNIQUE 

Let us define 

t(h ) _ {PZ(h, z), z > 0, 
p+ .z -

0, z < 0, 

z >0; t {O, 
p_(h. z) = t 

Po(h, z), z < 0. 

Then Eq. (3) can be written as 

p~(h, z) + p!(h. z) 

(4) 

= 217f+00 dZI[C1P~(h' z') + c2p~(h, z') + q!5(Z/)] 
-00 417 417 

x I(lz - z'l). (5) 

Removing the z dependence by another Fourier 
transformation yields 

p~t(h, h.) + p!t(h, h.) 

= [C1P!.! (h. h.) + e2p~t (h, h.) + 417q] 

where 

x [_1_ In 1 + i!!l (6) 
2iH 1- iHJ' 

h,-PLANE 

FIG. 2. Inversion path 
forz> O. OLD PATH ....../ 

permits us to write for Eq. (6), 

[p~t (h, h.) + 417S]T1(H) = - [p~t(h, h.) - 417S}ra(H). 

(7) 

Equation (7) is easily solved by the Wiener-Hopf 
technique. The result is 

plt(h, h,,) = ±417S{[T2;t:(h.)/Tl±(hl/l)] - 1}, 

where 

T (h) = (h z + ifJn) etln+(h.) 
n+ 1/1 h. + i~ • 

T (h) = (h. - i( \ ella-(h.) 
n-. hili - ifJJ ' 

1 f+OO'Fib d{ {Tn({)({S + ~~} 
q .. ±(h.) = - --In , 

217i -oo'Fib { - h. ({II + fJ!> 
0< b <~, 

~ = (1 + hll)l, fJn = (T:n + hll)l, TOn = tanh-1Ton ' 
en 

To recover the z dependence, we have 

pl(h. z) = 21 f+oo e-ih"plt(h, hS> dh" 
17 -00 

= ±2sf+00 e-ih.z[T2;t:(hs) - 1J dh.. (8) 
-00 Tl±(h.) 

plt(h. h.) =1:: eih··pl(h, z) dz. Equation (8) can be simplified by appropriately 
deforming the path of integration. For example, 

H = (hI + h:)l. when z > 0, we change paths as indicated in Fig. 2. 
Defining S = Q/(C1 - cJ, and Since the only structure in the lower half h. plane is 

C 1 + iH a simple pole at h. = - ifJ1' and a branch cut 
T .. (H) = 1 -71n --.-, n = 1,2, extending from -i~ to co along the imaginary h. 

2rH 1 - .H axis, we can write Eq. (8) for z > 0 as 

p~(h, z) = 417q((fJll 
- fJ!\ exp [-Z1h + q\l+( -ifJ1) - q1+( -i1Jl)] 

Cl- cJ 
, fa:> dte-·te{P1W-P1W}/Il'(t - fJs>(t2 - h?)l 1 

+ 2 J~ l' (9) 
~ (t - fJl{g «l7Cn)?' + {2[(tll - hll)l - C .. coth-1 (til - hll)l])~ ] 
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where now 

qn+(h.) = - - --.- Ones), 1 i'" ds 
1T ; s - 1hz 

t1TC 
tan Ones) = n 

(S2 - h2)! - Cn coth-1 (S2 - h2l 
and 

Pit) = p ('" Ones) ds 
Js s - t 

(P => principal value integration). 

To obtain the result for z < 0 one "need only let 
z - -z and interchange the (1) and (2) subscripts in 
Eq. (9) to yield the proper p!(h, z). 

We can modify Eq. (9), thereby casting it into a 
form more closely identified with the Casel solutions 
in one dimension. To do this we change the integration 
variable in Eq. (9) by setting 

v = (t2 - h2)-!. 
This yields 

pl(h, z) = 41Tq [ a(h)e-Z'II + fA(h, v)e-z(1+1N)t/v dV} 

(10) 
with 

a(h) = ('f}2 - 'f}l) exp [q2+( -i'f}l) - q1+( -i'f}l)], 
Cl - C2 

A(h ) _ 2 ['f}2V - (1 + h2V2)!] 
,V - v(l + h2v2)! "ltv _ (1 + h2v2)! 

exp ({Pl[(1 + h2v2)*/V] - P2[(1 + h2v2)!/V]}/1T) 
X ! . [i! «1TCSI + {2[1 - cnv coth-l (l/V)W)] 

A similar form exists for z < O. 

ill. THE TOTAL FLUX FOR THE 
INTERFACE SOURCE 

With the transformed solutions known, one can 
write the complete solution for the interface point 
source as 

P±(r, z) = - h dhJo(hr)p±(h, z), 1 100 
t· 

21T 0 
(11) 

where pl(h, z) is given by either Eq. (9) or the 
appropriate form of Eq. (10). 

By making both half-spaces identical, it is possible 
to simplify Eq. (11) and arrive at the single infinite 
medium solution (cf., Ref. 3). Setting C2 = 0 effectively 
removes the half-space z < 0 and in this case the 
solution, as given by Eq. (11), can be reduced to that 
found in Ref. 2 for the half-space problem. 

IV. SHIFTING THE SOURCE OFF·AXIS' 

When the source is located in Region (1) (zo > 0), 
we can write the counterpart of Eq. (3) as 

t i+ oo 
c(z') t, , Pzo(h, z) = - Pzo(h, z )1(lz - z D 

-00 2 

+ 21Tq1(lz - zol}. (12) 

Making the change of variables z - z - 'f} and 
differentiating yields 

ap;o_,,(h, z- 'f}) = ~f" ap!o_,,(h, z' - 'f}) 1(lz - z'/) dz' 
a'f} 2 -'" a'f} 

+ £!i OO 

apzo_,,(h, z' - 'f}) l(1z _ z'/) dz' 
2 " a'f} 

+ C2 ~ Cl p;o-,,(h, O)I(1z - 'f}1). (13) 

But, when Zo = 0, Eq. (12) can be written as 

pZ(h, z - 'f}) = ~i" pt(h, z - 'f})J(lz - z'l} dz' 
2 -'" 

+ £! (00 pZ(h, z' - 'f})I(lz - z'/) dz' 
2J" 

+ 21Tq1(lz - 'f}1). (14) 
Hence, 

ap!o_,,(h, z - 'f}) = 
a'f} 

The last step is a consequence of optical reciprocity.3 
Thus we have the desired relation, 

p!o(h, z) = Po(h, Iz - zol) 
Cl - C2lIDin (%.·0) t t + -4-- Po(h, z - 'f})Po(h, Zo - 'f}) d'f}. 

1Tq 0 

(16) 

A particularly simple consequence of Eq. (16)-one 
which also follows from optical reciprocity-is that 
the interface flux due to an off-interface source is 
related to the flux from an Interface source by 

p!o(h,O) = pJ(h, zo). (17) 

Also, one can see that the integration required in 
Eq. (16) can be easily carried out to yield a p!o(h, z) 
which contains discrete, continuous and mixtures of 
the two types of terms. 

• The method used in this section follows closely the ideas 
expounded in Davison, Ref. 3. 
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V. ASYMPTOTIC EXPANSIONS 
WITH THE INTERFACE SOURCE 

The complicated nature of Eq. (11) can be reduced 
when either Izi or r is large. For z large and positive, 
the continuous term in Eq. (9) is small compared to 
the discrete term and its neglect in Eq. (11) yields the 
asymptotic estimate 

p+(r, z),...., (~) [(3a1)*1 [(3a2)t _ (3a l )t] 
C1 - C2 Cl -J C2 Cl 

(

e-(Sal/Cl)i[H(r2f2ZI]) 
x (e(ll+-<ll-) , z» r > 0, 

z 
an < C.., (18) 

where an = 1 - cn and the qn± are evaluated for 
h=O. 

In the case of weak absorption (an « Cn < 1), 
Eq. (18) can be further reduced to 

[ 
6q J [e-(Sal)t[H(r

2
/2Z)1 

p+(r, z),...., t ' 
1 + (a2/al) z 

z » r > O. (19) 

Similarly, for z «0 and weak absorption, we find 

[ 
6q J [e-(Sa2)!rlzl+(r2/2IzI11 

p_(r, z),...", t ' 
1 + (a1/a2) Izl 

-z » r > O. (20) 

one absorbing half-space. Assuming C1 = 1, one finds 
here that 

p+(r, z),...., 2;[ -J3t {z _ [J(l) _ J(ca)] + .l..} 
r (a2) 'T02 

- 1:. foo e-PZ(p - 'T02)eUflT )[P1(p)-P.(pI1 J 
2 1 [ft {(p - Cn coth-1 p)2 + (! 1TCnnr k= 

(21) 

When an ;C 0 in any of the half-spaces the asymp­
totic expansions for large r in these regions contain 
integrals involving Bessel functions which vanish. 
Hence, no useful asymptotic solution is available in 
these cases. 

VI. COMPARISON WITH APPROXIMATE 
THEORY 

It is possible to solve the two region interface 
source problem in diffusion theory. Here one has for 
the interface source, 

The solution to Eq. (22) is readily found to be 

(23) 

When there is no absorption in the half-plane with 
z > 0, Eq. (11) has a somewhat different expansion 
for large z. Here we find 

z » r > 0, C1 = 1, (19a) 
wheref(k) is defined as 

f(k) =!5. f\ dt[l + ~J 
2 Jo 1 - t 

x [(1 _ k tanh-; t)2 + (l1Tkt)2] 

This f(k) function is similar in structure to the 
extrapolation distance integral for Zo found in Ref. 5. 
The difference of the two f(k) functions in Eq. (l9a) 
can thus be thought of as a difference in two extrap­
olation distances. For z« 0, Eq. (20) is still 
asymptotically correct in this case (c1 = 1.0) provided 
we set al = O. 

For large r, a simple nonzero asymptotic expansion 
is found only in the case of one nonabsorbing and 

6 K. M. Case, F. De Hoffmann, and G. Placzek, "Introduction 
to the Theory of Neutron Diffusion," Los Alamos Scientific 
Laboratories (1953), Vol. I. 

Expanding Eq. (23) for large Izi. when absorption 
is present in both half-spaces, yields Eqs. (19) and (20) 
for z » 0 and z «0, respectively. This is consistent 
since neutron diffusion theory has, as one of its 
assumptions, weak absorption. When absorption is 
absent for z > 0, diffusion theory yields the asymp­
totic form 

2-J3 q z 
P (r z)"""-- z" 0 (24) D , (a2)t (Z2 + r2}t ' //, 

which is similar to the exact expansion, Eq. (19a), 
save for the factor [f(l) - f(c 2)]. However, when 
absorption is made weak in the half-space z < 0, this 
factor tends to zero and the two expressions agree to 
the first term in their respective series. 

Asymptotic expansions for large r in the diffusion 
theory approximation also have a nonzero value only 
in the case of no absorption in one of the half-spaces. 
For the case of C1 = 1, we find here that 

2-./3 q [Z + (3az)-t

J PD(r, z) ,...." --t 3 ,r » z > O. (25) 
(a2) r 
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Comparing this with Eq. (21), we see that diffusion 
theory gives only a discrete term and this term 
compares favorably with exact theory only when 
absorption is weak for z < O. The exact result 
contains an additional continuous term which is 
expected to contribute strongly to the flux near the 
interface. 

VIT. REMARKS 

Based on this and previous work, it is now certain 
that any half-space problems in mono-energetic 
transport theory with isotropic scattering can be 
solved exactly if the mean free path is spatially 
invariant. Since the kernel that results when this last 

JOURNAL OF MATHEMATICAL PHYSICS 

restriction is relaxed is quite complicated, it is not 
expected that the analytical method used· above will 
be successful in the more general, unrestricted cross­
section, problem. An analysis based on the differential 
form of the Boltzmann equation may be required 
before this problem can be done exactly. However, 
one may be able to approximate the solution to the 
more general problem by following the suggestions 
given in Ref. 6 on degenerate kernels. Work is now 
proceeding along this line. Some numerical work is 
also being done using the results of this paper. 

6 L. V. Kantorovich and V. I. Krylov, Approximate Methods of 
Higher Analysis (Interscience Publishers, Inc., New York, 1958). 

VOLUME 8, NUMBER 5 MAY 1967 

Bounds for Certain Thermodynamic Averages * 
A. BROOKS HARRIs 

Department of Physics, University of Pennsylvania, Philadelphia, Pennsylvania 

(Received 12 November 1966) 

Upper and lower bounds for thermodynamic averages of the form ({A, At}> are presented. 

THE purpose of this brief note is to present bounds 
for thermodynamic averages of the form ({A, At}). 

From the lower bound we can derive a special case of 
the Bogoliubovl inequality. Our lower bound when 
applied to the one- and two-dimensional isotropic 
Heisenberg magnet2 yields the same result as found by 
Mermin and Wagner.s Explicitly our lower bound is 

({A, At}) ~ ([A, At]) coth W~(w», (1) 

where (w) is an average frequency computed from 
sum rules as described below. An upper bound for 
({A, At}) is given by Eq. (19) below. 

The derivation of Eq. (1) is elementary. Let n label 
the eigenstates of X == Je - pN, where Je is the 
Hamiltonian, p the chemical potential, and N the 
number operator (for simplicity we assume a homoge-

• Supported in part by the Advanced Research Projects Agency. 
This paper is a contribution of the Laboratory for Research on the 
Structure of Matter, University of Pennsylvania. 

1 N. N. Bogoliubov, Phys. Abhandl. SU6, I, 113, 229 (1962); 
see also Ref. 3. 

I The proof that the spontaneous magnetization for these systems 
vanishes for n~nzero temperature is similar to that found in Ref. 3. 
We obtained the same upper bounds for the low-field magnetization 
as in Ref. 3. 

IN. D. Mermin and H. Wagner, Phys. Rev. Letters 17, 1133 
(1966). • 

neous system), so that 

X In) = tn In). 

Using a grand canonical ensemble one has 

(AtA) = I Wm(ml At In)(nl A 1m), 
mn 

where 

Wm = e-PEm/~e-PE". 

Equation (3) may be manipulated to give 

(2) 

(3) 

(4) 

(At A) = p-l I Wn - Wm I(nl A Im)12 f3(~m -: t n) 
nm tm - £n . e P(E",-E,,) - 1 

(5) 

Define !p(x) = x/(e'" - 1), in which case Eq. (5) is of 
the form 

where 

p(xi ) = I ;n - ;m I(nl A Im)1215"'I,Em_E" , (7) 
nm m - n 

where 15""''''1 is a Kronecker delta. From (7) one sees 
that p(x) is nonnegative and one can easily verify that 
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Comparing this with Eq. (21), we see that diffusion 
theory gives only a discrete term and this term 
compares favorably with exact theory only when 
absorption is weak for z < O. The exact result 
contains an additional continuous term which is 
expected to contribute strongly to the flux near the 
interface. 

VIT. REMARKS 

Based on this and previous work, it is now certain 
that any half-space problems in mono-energetic 
transport theory with isotropic scattering can be 
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invariant. Since the kernel that results when this last 
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section, problem. An analysis based on the differential 
form of the Boltzmann equation may be required 
before this problem can be done exactly. However, 
one may be able to approximate the solution to the 
more general problem by following the suggestions 
given in Ref. 6 on degenerate kernels. Work is now 
proceeding along this line. Some numerical work is 
also being done using the results of this paper. 

6 L. V. Kantorovich and V. I. Krylov, Approximate Methods of 
Higher Analysis (Interscience Publishers, Inc., New York, 1958). 
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(5) 

Define !p(x) = x/(e'" - 1), in which case Eq. (5) is of 
the form 

where 
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tp(x) is convex, i.e., d2tp/dx2 ~ O. Under these condi- But Icoth xl ~ II/xl so that a still weaker inequality 
tions one can easily show that is 

! p(x.)tp({3Xi) ~ tp({3(x» ! p(xi), (S) 
i i 

where 

(x) = ~ P(Xi)Xi/~ p(xi). 
• • 

(9) 

Applying Eq. (S) to the case of Eq. (5), we obtain 

(At A) ~ ~ ~n -=- ~m I(nl A Im)12 eP(~~~ l' (10) 
m n 

where 

! (Wn - Wm) I(nl A Im)12 
(w) = nm (11) 

! Wn - Wm l(nl A Im)12 

10m Em - En 

Combining Eqs. (10) and (11) we find 

(AtA) ~ ([A, At])/(e/l(m) - 1), (12) 

from which Eq. (1) follows immediately. 
It is interesting to note that Eq. (1) can be weakened 

to give (a) more tractable results and (b) a special case 
of the Bogoliubov1 inequa:lity. We note that (w) as 
defined by Eq. (II) may not be a convenient quantity 
since the denominator is not so easy to handle.' 
However, by the Cauchy-Schwarz inequality (w? ~ 
(w2 ) so that the inequality (12) remains valid when 
(w) is replaced by (w*) == (w2)/(w) since ([A, At]), 
(w), and (w*) all have the same algebraic sign. This is 
easily seen by writing 

(w) = ~ XiP(Xi)/~ p(xi), (13a) 
• • 

(w*) == (w
2
) = ! X~P(Xi)/! xiP(x j ), (13b) 

(w) i • 

<lA, At]) = ! xip(x j ), (13c) 
i 

and using the nonnegativity of p(x). Equation (13b) 
can be written as 

! (Wn - Wm)(Em - En) I(nl A Im)12 
(w*) = nm , (14a) 

! (Wn - Wm) I(nl A Im)12 
10m 

or simply as 
, t 

(w*) = mA, Je], A ]) 
([A, At]) 

(14b) 

Thus a weaker but possibly more convenient inequality 
than (1) is 

({A, At}) ~ ([A, At]) coth (!{3(w*». (15) 

, The denominator in Eq. (12) is rather convenient, but a sharper 
use of the Cauchy-Schwarz inequality shows that this denominator 
can be replaced by l::nm I Wft - Wmll<nl A Im)l. 

t({A, At}) ~ kT([A, At])2/([[A, Jq At]), (16) 

where we have used Eq. (14). The Bogoliubov in­
equality! may be written as 

!({A, At}) ~ kT I([C, A])1 2/([[Ct, X], C]), (17) 

which is identical to Eq. (16) for the special case of 
C = At. The reason the inequality (IS) gives the same 
upper bound for the low-field magnetization of one­
and two-dimension Heisenberg magnets as Mermin 
and Wagner found3 using the Bogoliubov1 inequality 
is that the dominant contribution to the magnetization 
comes from low-energy excitations in which 

limit coth (!{3w) ~ (!{3w )-1, 

so that nothing is lost in going from Eq. (15) to Eq. (16). 
Finally an upper bound for ({A, At}) is obtained as 

follows. We may write 

({A, At}) = ! (Wm + Wn) I(nl A Im)12 (ISa) 
nm 

But 

{
Wn + Wm} {3(Em - En) 
Wn - Wm 2 

= {3(Em - En) coth {3(Em - En) 
2 2 

~ I + H!{3)2(Em - En)2 
so that 

({A, At}) ~ ~ ! Wn - Wm I(nl A Im)12 

{3nm Em - En 

(19a) 

(19b) 

X (I + :~ (Em - E1i) (20a) 

~ ~ ! Wn - Wm I(nl A Im)12 

{3nm Em - En 
{3 A t + - ([lA, Je], A]). (20b) 
6 

Taking A = [B, .:k] would enable one to eliminate the 
energy denominators, since (nl A 1m) = (nl B 1m) X 

(Em - En); however, the commutators are slightly 
more tedious to evaluate. 
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Spino~ fie~ds are introduced into Riemannian space-time in a new way. This approach admits a simple 
geometrIcal Interpretation of spinor fields. A linear connection for space-time is derived which describes 
both gravitational add nongravitational forces. It is consistent with a straightforward generalization of 
the Dirac equation. This theory also entails a physical interpretation of inertial coordinates. The spin and' 
current vectors of a spinor field are not in general orthogonal. This lack of orthogonality provides an 
absolute measure of one component of the gravitational field as seen in an inertial system. 

1. INTRODUCTION 

I N previous papers! (hereafter called I and II) 
spinor fields were expressed entirely in terms of the 

real Dirac algebra, and the attempt was made to 
provide a physical interpretation for all the invariants 
of a spin or field and its derivatives. Here we try to 
develop a coherent geometrical interpretation of the 
same theory. By representing physical quantities in 
the geometric algebra of space-time and giving these 
quantities a geometrical interpretation, we hope to 
establish an isomorphism between physical and 
geometrical interpretations of the equations of 
physics. To the extent that the analogy between 
physics and geometry is completed, a geometrical 
theory of physics is achieved. 

In I we showed that a spinor field 'If' determines a 
map of an inertial frame {yll; f-t = 0, 1, 2, 3} into a 
frame of physical vectors {JIl}: 

y" ---Jo. JIl(X) = tp(X)Y"Vi(X) = p(x)ell(x). (1.1) 

The Jil are bilinear vector invariants of the spinor 
field 11'. The Dirac theory provides a physical inter­
pretation of JO and .P. To provide a physical inter­
pretation for all the JIl, in II we interpreted the Jil as 
isospin currents. This theory was developed in 
Minkowski space-time. What changes are necessary 
for it to hold in space-time curved by gravitational 
forces? The answer depends on what properties of the 
I'll in (1.1) are physically significant. 

In Minkowski space-time the y" are gradients of 
inertial coordinate functions XII, i.e., 

yll = OX". (1.2) 

The I'" are also orthonormal. In curved space-time 
the yll cannot have both these properties. If we 

'" Present address: Arizona State University, Tempe, Arizona. 
1 D. Hestenes, I, J. Math. Phys. 8, 798 (1967); II, ibid. 8, 809 

(1967). We employ notations and conventions set down in these 
papers. 

suppose that the orthonormality property of the 1''' 
is fundamental, then in curved space-time the y" 
cannot be associated with a system of coordinates 
unless an additional assumption is introduced. The 
theory of spinor fields and gravitational interactions 
that follows has been discussed many times in the 
literature. A treatment using the real Dirac algebra 
has been given elsewhere (hereafter called STA).2.3 
If, on the other hand, we assume that (1.2) is funda­
mental, we relate spinor fields to curved space-time in 
a way which has never before been considered. This 
is the approach examined in this paper. It has the 
advantage that it leads to a geometrical interpretation 
of (1.1) without further assumption. It also leads to a 
unique determination of inertial coordinates in 
curved space-time, but we defer discussion of this 
point until later. 

In STA the gravitational field in Einstein's theory 
is represented by the y", rather than· by the metric 
tensor g"V == yll • yV. Thus the I'll = yll(X) char~ 

acterize space-time and its distortion by gravitational 
forces. Now let us reconsider the transformation (1.1). 
It is composed of a "rigid" Lorentz rotation of the 
tangent space at each space-time point: 

y"(X) ---Jo. ell(x) = R(X)y"R(x) (1.3) 

and a change of scale by a factor p(x). Clearly we can 
interpret (1.3) as a mapping from a space-time 
characterized by the yll to a space-time manifold 
characterized by the ell. In physico-geometrical terms, 
(1.3) is a distortion of space-time due to the presence 
of a matter (spinor) field. 

We would also like to interpret the scale transforma­
tion as a distortion of space-time. But here we come 
into conflict with the physical interpretation of p(x), 
for, loosely speaking, p{x) describes the matter density, 

1I D. Hestenes, Space-Time Algebra (Gordon and Breach Science 
Publishers, New York, 1966). 

8 The discussion of spinors in Sec. 24 of STA can be i'elated to 
Eq. (1.1) by using the methods of I. 

1046 
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so in regions where matter is not present a scale 
transformation by p(x) annihilates vector fields 
because p(x) vanishes there. This is not permissible 
from a geometric point of view. We cannot interpret 
p(x) as a scale factor unless we "renormalize" scale 
transformations so that they do not vanish in any 
region of space-time. Evidently we can do this by 
requiring that p(x) to go to a finite constant where no 
matter is present. From now on we avoid com­
plications in the interpretation of scale transfor­
mations by not talking about them. The Lorentz 
rotation (1.2) suffices to show how we interpret 
spinor fields as distortions of space-time. 

The geometrical interpretation we have given to fjJ 

leads to a theoretical understanding of why physical 
observables are bilinear in fjJ. We have supposed that 
nongravitational fields "make themselves felt" geo­
metrically by producing, among other effects, a 
rotation of the tangent space at each point of space­
time. Since Hamilton's time it has been natural 
to represent rotations by bilinear algebraic quantities. 
So the bilinearity of the corresponding physical 
observables follows from assuming an isomorphism 
between the physical and geometrical interpretations 
of the spinor fields. Only bilinear functions of fjJ 

have a geometrical interpretation, so only bilinear 
functions of fjJ have a physical significance. 

2. TORSION 

We have suggested a geometrical interpretation of 
spinors. From this we find the geometrical significance 
of the physical equations of motion for a spinor field. 

In Riemannian space-time, the directional (co­
variant) derivatives of the y,. can be written4 as 

where6 
01''' = L" yP « «P' (2.1) 

L:p = 19"V(o.g",p - o«g.P - opgv«)· (2.2) 

The g",p are determined by the condition g"'gvp = !5~. 
Equation (2.1) determines what in differential geom­
etry is called a linear connection for the space-time 
manifold. 

To find the connection for the space-time manifold 
obtained by the distortion (1.3), we merely compute 
the directional derivatives of the e". By differentiating 
R.R = 1 we can show that the directional derivatives 
of R can always be written in the form 

, Equation (20.9) of STA. 
t Equation (21.4) of STA. 

(2.3) 

where the WIll are bivectors. It follows that 

O",e" = L:pef1 + l[w"" e"]. (2.4) 

It is natural to call the WIll the torsion bivectors of the 
frame {e"}. For (1.3) is a kind of space-time twisting, 
and the "rate" of this twisting, which we call torsion,8 

is determined by the w,.. 
Physically, in the spinor equation (2.3) non­

gravitational interactions are described by the L:p • 

The distortion of space-time by both gravitational 
and nongravitational forces is described by Eq. (2.4). 

The curvature of space-time can be described by 
the curvature bivectors C«p 

[0"" Op]e" = l[C«p, e"]. (2.S) 

By using (2.4), C«p can be separated into a gravitational 
curvature L",p and a torsion curvature D.",p . 

C«p = L«p + Q«p, 

L",p = lL:pveve,., 

L:pv = o",L~v - opL:v + L~pL:v - L:pL$v, 

Q«p = O",wp- Dpw« - l[w"" wp]. 

(2.6) 

(2.7a) 

(2.7b) 

(2.8) 

From the C«p one can construct equations for the 
gravitational field in some analogy to Einstein's 
equations. But the appropriate prescription for this 
certainly involves physical and geometrical ideas 
other than those we have already introduced, so we 
do not attempt to discuss it here. Solution of this 
problem may well require a perfect understanding 
of stress--energy-momentum in purely geometrical 
terms-something that has not yet been achieved. 

3. INERTIAL SYSTEMS 

The y,. are related to a system of coordinates x,. 
by (1.2). But these cannot be just any coordinates 
because the 1''' are related to the J,. by (1.1), and the 
J" represent observable currents. We know that in 
Minkowski space-time the x,. are called inertial 
coordinates, so it is reasonable to use the same name 
in curved space-time. To preserve the physical 
interpretation of the J", we must limit the allowable 
x,. by a mathematical condition. This amounts to a 
physical definition of inertial coordinates. In this 
section we find such a definition. 

An important physical feature of the J,. is their 
relation to conservation laws. To get a convenient 
expression of this we use the fact that the distortion 
(1.3) induces a mapping of the gradient operator 

0=1'''0,. (3.1) 

• Our use of "torsion" is related but not equivalent to uses of the 
same word common in ditrerential geometry. 
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into the gradient operator 

0' = e'0ll (3.2) 

for the distorted space-time manifold. The divergence 
of the III can be calculated if we know the gradient of 
the spinor field. According to our discussion in I 
and II, in all inertial systems the divergence of III 
must have the form 

0' . Jil = p7Tll. (3.3) 

A detailed expression for the 7T1l in terms of physical 
fields can be read off from Eq. (2.9) of IJ.7 We have 
summarized this expression to emphasize that the 
model of strong interactions discussed in II associates 
the 7T1l with components of the pion field. It should be 
realized, however, that this particular interpretation 
is not essential to the ideas discussed here. 

If we calculate the divergence of the Jil directly, we 
get 

0' . Jil = p7T1l + pO . yll. (3.4) 

To preserve the physical interpretation of the JIl, (3.4) 
must agree with (3.3). Therefore, inertial coordinate 
functions satisfy the equation 

o . yll = 02Xll = O. (3.5) 

Coordinates satisfying (3.5) are called harmonic by 
V. Fock. Fock suggested long ago that harmonic 
coordinates should be identified with inertial co­
ordinates in curved space-time.8 But heretofore there 
has been no physical consequence of this identification 
to make it compelling. 

As an alternative to (3.5), we can use (3.3) to write 
the condition for harmonic coordinates in terms of 0' : 

0'· ell = 0'· O'XIl = 7T1l - Oil In p. (3.6) 

Thus, inertial coordinates are distinguished by the 
property that the divergence of the associated metric 
vector potentials depends only on non gravitational 
fields. 

We have distinguished inertial coordinates by in­
sisting on the conservation (or "partial conservation") 
laws (3.3) for spinor fields. The physical significance 
this gives to inertial coordinates can be grandly 
summarized in the principle of global relativityv: 
Conservation laws have the same form and inter­
pretation in all inertial systems. This is a generalization 
of the pri~ciple of relativity introduced by Einstein in 
his special theory of relativity. 

7 Equation (2.9) of II uses D instead of the D' used in (3.3). It 
seems to make little difference which is used, but this point is worthy 
of more careful study. We have used D' in (3.3) because it leads to 
the simplest coordinate condition-{3.S). 

• For further discussion of harmonic coordinates see Sec. 23 of 
STA. 

t Cf. Sec. 23 of STA. 

Physical identification of inertial coordinates makes 
possible an absolute. measure of gravitational force, 
namely, the gravitational force as it appears in an 
inertial system. To see this, consider a "test particle" 
with current vectors Jil. From (Ll) 

JIl.]V = P"l'yll. yVip = p2gllV. (3.7) 

Thus, if we can measure the JIl, we can obtain the 
gravitational potentials as seen in an inertial system. 
Unfortunately, detection of this effect is well beyond 
our present-day capacity. 

4. COMPARISON WITH OTHER THEORIES 

Many attempts have been made to generalize the 
linear connection of a Riemannian manifold to 
account for nongravitational forces. None have had 
any clear-cut success. One of the first and most 
ingenious theories of this kind was invented by Weyl.lO 
Our theory is mathematically related to his, but 
differs profoundly in physical interpretation. In Weyl's 
theory the nongravitational interaction is determined 
entirely by the "divergence vector" 

all == 0'· ell = 7T1l - Oil In p. (4.1) 

Weyl interpreted the 7T1l as components of the electro­
magnetic field, whereas we relate them to components 
of the pion field. He interpreted the term 0 Il In p as 
arising from a scale transformation, just as we did in 
Sec. 1. However, Weyl made his theory "independent 
of gauge" by assuming invariance under arbitrary 
scale transformations, thus making the Oil In p term 
physically unobservable in principle. By contrast, in 
our theory p is a physical quantity describing the 
presence of matter. 

Shortly after the invention of wave mechanics 
Weyl abandoned his theory because it could not come 
to terms with the new wave equation for the electron. 
But what was disastrous for his theory is advanta­
geous to ours. For it is one of the strong points of our 
theory that the Dirac equation participates in the very 
definition of the connection of space-time. Other 
attempts have been made to use the Dirac equation 
to determine a connection for space-time. But they 
founder on the fact that (-l)t appears explicitly in 
the Dirac equation. For this fact seems to imply that 
space-time has a "complex" connection. What can 
that mean in what appears to be a real world? This 
problem is resolved in I where (-1)1 is given a 
geometrical interpretation. The geometrical (-1)1 is 

10 H. Weyl, in The Principle of Relativity (Dover Publications, Inc., 
New York, 1923); Space, Time and Matter (Dover Publications, Inc., 
New York, 1922). An excellent account and criticism of Weyl's 
theory is given by L. Pauli, Theory of Relativity (pergamon Press, 
New York, 19S8). 
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a critical ingredient in our theory. Without it we could 
not have written down even the first equation in this 
paper. 

5. PHYSICS AS GEOMETRY 

In this paper we have proposed a geometrical 
theory of "matter" which is in harmony with Dirac's 
equation and Einstein's theory of gravitation. Although 
the theory is incomplete in many respects, the under­
lying presumptions are simple and definite, and we 
have not detected any signs that this graft of Dirac's 
theory to Einstein's will not take. Our method has 
been to set up a strict analogy between physics and 
geometry, by expressing physical quantities in the 
geometric algebra of space-time and by interpreting 
the resulting algebraic quantities geometrically. To 
provide direction for further application of this 
method, it is worthwhile to speculate on how the 
analogy between physics and geometry might be 
pursued to completion. 

The overriding problem is to assimilate or explain 
the fundamental notions of quantum theory. We have 
gone a long way in that direction by interpreting the 
Dirac equation and the bilinearity of spin or observables 
in geometric terms. In doing so we have ignored the 
probability interpretation of wavefunctions. Yet it 
may be questioned whether the probability inter­
pretation is fundamental. Convenient as it is when 
applied to the Schrodinger theory, it has many 
difficulties when applied to relativistic theories, and 
it has not led to any predictions-the supreme 
scientific test of a useful concept. It has done no more 
than provide a psychological resolution of our 
conflicting images of waves and particles. The proba­
bility concept certainly does not account for the wide 
variety of conservation laws found in physics. On the 
other hand, whenever we have a conservation law, 
we can introduce a probability density merely by 
normalization. Thus, among electrons charge is 
conserved, so by normalizing the charge current 
density we have a probability, current density. We 
could just as well have derived probability con­
servation from energy conservation. In fact, when it 
comes to photons that is what we have to do, because 
energy is the only conserved physical quantity 
available. Even then the probability notion applies in 
momentum space but not in space-time. In every 
case the probability notion comes in after the fact. 
It is not claimed that by these remarks we have 
dispensed with the probability interpretation of wave­
functions. We have merely brought it into question 
in recognition of the need to reconcile it with the 
geometrical interpretation presented in this paper. 

A more important problem is to give a geometrical 

account of the discrete nature of physical quantities. 
Any such account must be in terms of global geometry. 
For in spite of the frequent association of quantum 
phenomena with the very small, discreteness is a 
global (or integral) physical property. It arises in 
many cases because of boundary conditions on the 
wavefunction. The description of a many-particle 
system including creation and annihilation of 
particles seems to be an exception to this rule, and 
the formalism of second quantization was developed 
to represent it. But Feynman's boundary condition,ll 
which requires that waves of positive (negative) 
energy propagate only forward (backward) in time, 
accounts for features involving creation and anni­
hilation of particles without formal quantization. 
This strongly suggests that a deeper understanding 
of the global properties of fields may provide a 
description of particles. To pursue this idea, we must 
adopt notions of field and particle which correspond 
to notions of local and global geometry. A field has 
a local aspect because it assigns a definite amplitude 
at each space-time point. But a particle must be 
thought of as a global property of a field, so that it 
does not make sense to speak of a particle at a point, 
but it does make sense to speak of a particle in a box. 
The box may indeed be very small, but the property of 
containing a particle is a property of the whole box, 
not of a point in the box. Thus the notions of field 
and particle refer respectively to local and global 
aspects of the same phenomenon. 

The geometrical theory of "matter" developed in 
this paper is entirely local; it deals only with prop­
erties of space-time in the neighborhood of a point. 
Like any field theory it can be quantized. Although 
this procedure permits a physical description of 
particles, it conflicts with the general program of 
constructing an analogy between physics and geometry 
so long as we cannot provide a geometrical inter­
pretation of quantization. Further, if particles are 
manifestations of global geometry, then quantization 
is suspect, because it makes little sense to represent 
global properties with local operators. If we are to 
construct a geometrical theory of physics, it appears 
we must look for the reflection of the wave-particle 
duality of physics in the local-global duality of 
geometry. Nevertheless, we do not know enough to 
say that quantization is not the most appropriate 
algebraic expression of this duality.12 

A nontrivial application of global geometry to 

11 R. Feynman, Phys. Rev. 76, 749, 769 (1949). 
11 M. Schonberg has suggested that the algebra of quantum field 

theory does indeed have its origin in topological features of space­
time. See especially Sec. 9 in Nuovo Cimento Suppl. 6, 356 (1957). 
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physics has never been truly successful and has seldom 
been attempted. IS But the mathematical possibilities 
are most promising. In recent years mathematicians 
have made profound and surprising discoveries in 
global geometry.14 Unfortunately, the fact that 

18 Noteworthy is the use of de Rham's theorem byC. W. Misnerand 
J. A. Wheeler to accountfor electric charge, Ann. Phys. (N.Y.) 2,525 
(1957); reprinted in Geometrodynamics (Academic Press Inc., New 
York, 1962). 

U I am sorry to say that this statement is based more on hearsay 
than it is on familiarity with the discoveries themselves. Having only 
one foot over the barrier separating physical and mathematical 
geometers, I can give only an inadequate list of references, especially 
in regard to the most recent work. I mention only de Rham's 

JOURNAL OF MATHEMATICAL PHYSICS 

physicists are generally unfamiliar with the language 
and methods used in these researches is a big barrier 
to possible physical application. If the results of 
modern global geometry are to be used to further 
develop the theory in this paper, it is necessary to 
reformulate them in the language of Clifford algebra. 
This should be a straightforward and enlightening 
task. If it has any relevance to physics, we can be 
assured that the relationship is profound. 

theorem (already cited in Ref. 11), and genera1izations of the Gauss-­
Bonnet formula. See S. Chern, Acad. Brazil. Ciencias. Anais 35, 17 
(1963), and A. Avez, Compt. Rend. 255, 2049 (1962). 
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We prove that the commonly used regularizations for singular potentials are successful. This means 
that one can investigate the peratization properties with confidence. A general argument for the success 
of peratization, as an approximation procedure, is presented. The class of failures of peratization is 
extended to a series of arbitrarily weakly singular perturbations on the inverse fourth potential. The two 
results present an unresolved contradiction; some resolutions are considered. 

I. INTRODUCTION 

THE technique of peratization is designed to give 
meaning to a series in which each term is a diver­

gent function of some parameter. This approximation 
has been studied in the calculation of the scattering 
lengths of singular potentials. We restrict the problem 
in several ways. The potential must have its leading 
singularity repulsive. At infinite distance we require 
that the potential fall off more rapidly than inverse 
cubic. We consider only the zero-energy problem. 
Due to the bound states which exist for any negative 
coupling constant, the radius of convergence of ex­
pansions in the coupling constant must be zero. To 
overcome this a regulated potential is introduced. 
A regulated potential V(g, r, IX) satisfies 

(1) V(g, r, IX) is nonsingular for IX > 0, 

(2) V(g, r, 0) = V(g, r). 

The most common regularizations are 

V(g, r, IX) = D(r - IX)V(g, r), 

V(g, r, IX) = V(g, r, +IX). 

• National Science Foundation Trainee in physics. 

(1) 

(2) 

(3) 

We prove in the following section that the two 
common regularizations are successful. We then 
present a general argument for peratization, with 
a specific example, and a class of counterex­
amples. 

II. REGULARIZATION 

Since V(g, r, IX) is nonsingular for each IX > 0, there 
is for each IX, an analytic expression for the scattering 
length A(IX, g) = ! ailX)g". It may be possible to sum 
the series to obtain A( IX, g). If now lim A( IX, g) = A(g), 
then the process of regularization has succeeded. The 
common regularizations have not been known to fail, 
but there have been no adequate theorems of suffi­
cient conditions or necessary conditions. l - s Some 
regularizations have been invented which fail.s We 
consider the regularization of (3) first. 

We write the solutions to the unregulated Schra­
dinger equation as "Pr(r) = r(})ir), the regular solution 

1 N. N. Khuri and A. Pais, Rev. Mod. Phys. 36, 590 (1964). 
I F. Calogero, Phys. Rev. 139, B602 (1965). 
• M. Comille, Nuovo Cimento 38, 1243 (1965). 
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• M. Comille, Nuovo Cimento 38, 1243 (1965). 



                                                                                                                                    

SINGULAR POTENTIALS 1051 

and V',(r) = rells(r), the singular solution with 

lim V'lr) = o. 
r-+O V'.(r) 

(4) 

We know that the asymptotic behavior of the solution 
is V'r(r) "'00 N· (r + A), hence there is an expansion 
about infinity and 

(5) 

We then tum to the regulated problem which is solved 

1jJ{r, IX) = V',(IX)V'r(r + IX) - V'llX)V'.(r + IX) (6) 

"'00 (r + IX) [V'.(IX)eIIl (0) - V'ilX)eII.( (0)] 

+ [V'.(IX)eII;(oo) - V'rClX)eII;(oo)]. (7) 

Since the coefficient of r must be finite, and eIIr( (0) is 
defined, eII.( (0) is also defined; and again since the 
scattering length exists for the regulated potential, 
eII;( (0) exists. Hence 

A(IX) = [V'.(IX)/V'llX)]eII;( (0) - eII;( (0) + IX. (8) 
[V'.(IX)/V'r(IX)]ellrCoo) - eII.(oo) 

Then as IX ---+ 0 the correct scattering length is regained; 
hence the regularization procedure V(g, r, IX) = 
V(g, r + IX) has succeeded for any singular potential. 
In a similar fashion, we obtain for the regularization 
(2) 

A(IX) = eII;(oc)eII;( (0) - eII;(oc)eII;( (0) . (9) 
eII;(oc)ellr( 00) - eII;(oc)eII( (0) 

Now if one function is more singular than another, 
its derivative will be more singular than that of the 
other. Thus the {} regularization also works. 

ill. PERATIZATION 

For a series, each of whose terms diverges as a 
function of a parameter, the first peratization approxi­
mation is made by summing the leading singularity 
as a function of oc in each order of g, then taking the 
limit of the resulting expression. The second peratiza­
tion approximation is made by summing the two 
greatest singularities, etc. We term a series, each of 
whose terms diverges as a function of a parameter, 
peratizable if in each order of approximation, the 
sum is finite, and the approximation is improved. 

The following theorem can be proved: The sum or 
product of an analytic function with the peratizable 
representation of another function is again per­
atizable. The same result no longer applies in general if 
both functions are in a peratizable representation. Con­
ditions on the orders of the singularities can be set 
up which allow this, in particular if the singularity 
structure is the same, then the sums and products of 

two peratizable functions are peratizable. We now ex­
tend the argument given previously for regularization. 

We recall Eq. (8) and suppose that the sum of the 
leading singularities in each order for [V'.{IX)/V'ioc)] 
diverges as IX ---+ 0 (which, considering its behavior as 
IX ---+ 0, means that it can be peratized). If we perform 
all the multiplications and additions before taking 
leading singularities, then some of the nonsingular 
terms of ell; or eIIr may be neglected in their order of g. 
As long as only a finite number of singular terms 
occurs in each order of g, we recover this information, 
in successive approximations. We expect to be able to 
divide the two peratizable functions in the numerator 
and denominator because of their similarity of singu­
larities, though after multiplication they may no 
longer be associated with the same order of g. 

A number of examples of solvable cases have been 
given previously4-e; in each case the argument can be 
followed explicitly. As a definite example we consider 
here the potential g(r-5 + cpr4), which is similar to 
the case studied by Pais and Wu, e but solvable in 
readily visualized functions: . 

w(r) = r Ai (gt(r-l + cp», (10) 

where Ai and Bi are independent solutions of the 
Airy equation. The scattering length is 

The scattering length for the {} regulated potential is 

Bi' (Y(IX-1 + cp» Ai' (ycp) 
A ,I. - Ai' (y(oc-1 + cp» Bi' (ycp) 
(~, '#" IX) = I' Bi' (y(IX-1 + cp» Ai (ycp) 

- Ai' (y(IX-1 + cp» Bi (ycp) 
(12) 

where I' = Igtl. As oc ---+ 0, A(g, cp, oc) ---+ A(g, CPl. The 
summation of the leading singularities of the directly 
calculated Born series gives 

Bi' (yoc-1) Ai' (0) - Ai' (yoc-1) Bi' (0) 

I' Bi' (l'oc-1) Ai (0) - Ai' (l'oc-1) Bi (0) , 
(13) 

as can be most readily checked by Eqs. (10.4.2) of 
Ref. 7. This gives a limit of I' Ai' (O)/Ai (0), the 
scattering length of gr-5• 

The answer is no longer exact; however, for small 
cp, positive or negative, it is excellent approximation. 

• F. Calogero and M. Cassandro, Nuovo Cimento 37, 760 (1965). 
6 W. A. Gale, 1. Math. Phys. 7, 2171 (1966). 
8 A. Pais and T. T. Wu, 1. Math. Phys. 5,799 (1964). 
7 Handbook of Mathematical Functions, M. Abramowitz and 

L. A. Stegun, Eds. (U.S. Government Printing Office. Washington 
D.C., 1964). 
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The summation of the second terms gives a term 
linear in +, or the slope of A near + = 0 which 
improves the approximation. The region in which 
the power series in + for A converge is the circle 
about the origin with the radius equal to the 
distance of the nearest singularity: 1+1 < gt 2.338. 
We see that this is exactly the nearest zero energy 
bound state. 

Calogero and Cassandro' considered a potential 
with an exponential singularity. Their results can be 
similarly interpreted. 

The evidence is not so complete, nor so convincing 
for the weak singularities multiplied by an inverse 
power.8•B We examine the Born series of gr-l.qJ(r), 
where qJ( +E) > 0, r±lcp(r) (/)oor±l, and rcp'(r) is less 

o 
singular than cp(r). Examples of such functions are 
[In (l/r)]I', p > 1; In [In (r + 1)]; In {In [In (r + e)]); 
giving a series of extremely weak singularities. The 
leading singularities of the {} regulated Born series are 

qJ(ex) I cp'ex) I (l(ex) 
-A(ex) = g- - 19 -- + i\g -- - .... 

ex exl ex5 

(14) 

This is established by one integration by parts, the 
residual integral being less singular than the product 
removed. Thus 

A(ex) = -gtcpt(ex) tanh [(gcp(ex)/ex)t] (1)0 - glcpl(ex), 

(15) 
which lacks a limit in the cases cited. 

Unfortunately the cases cited are not solvable so 
that the breakdown of the general argument presented 

8 H. H. Aly, Riazuddin, and A. H. Zimerman, Phys. Rev. 136, 
B1174 (1964). 

• T. T. Wu, Phys. Rev. 136, Bl176 (1964). 

cannot be localized. We note with Comille3 that the 
expansion above for the hyperbolic tangent does not 
have an infinite radius of convergence, and the con­
tinuation assumed may well be incorrect for small ex. 
Secondly, the essential quality of qJ(r) above is the 
weakness of its singularity; WuB has suggested a 
reinterpretation of the cutoff parameter in one such 
case, and the suggestion is easily generalized for such 
weak perturbations. 

IV. CONCLUSION 

The success of the peratization program assumes 
the previous success of the regularization process. We 
have proved that the two common regularizations are 
successful. 

Building on this result we have shown why we 
expect the peratization to be successful. We have, on 
the other hand, extended the class of potentials for 
which peratization appears to fail. These are a series 
of arbitrarily weak singular perturbations on an 
inverse fourth power potential. 

We expect the peratization program to be valid as 
an approximation procedure at least for potentials 
without singularities weaker than a pole. In the 
exceptional cases cited, an additional prescription 
due to Wu gives an approximate answer. 
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~e excitati~>n of :m infinite an:ay of parallel semi-infinite metallic plates by a uniformly moving 
pomt charge IS StudIed. by the ~Iener-Hopf method. The problem is treated as a boundary-value 
problem for ~e potential of the mduced electromagnetic field, and is formulated in terms of a dual 
~tegraJ equation fo~ the current ~ensity induced on the plates. The solution of the dual integral equation 
~ves exact expressl~ns for the .mduced current density and the induced field in the form of Fourier 
mtegrals. The Poyntmg vector IS calculated, and the radiation shows that the array of plates behaves 
both like a diffraction grating and a series of parallel-plate waveguides. 

I. INTRODUCTION 

THE problem of the excitation of a conductor by a 
moving point charge has considerable practical 

importance. In many cases the radiations emitted 
during the process supply valuable information on 
the motion of the point charge. On the other hand, 
this process can be used as a means of generating 
electromagnetic radiations. Of special interest are 
conductors possessing periodic geometries, since in 
such cases the emitted radiations show regular 
characteristics reflecting this periodicity. 

In this work we take the conductor to be made up 
of an infinite array of conducting half-planes spaced 
evenly with a constant separation d, so that if we set 
up a rectangular coordinate system the half-planes, or 
plates, can all be located in the lower half-space 
y ~ 0 at x == 0, ±d, ±2d, .... The edges of the 
plates all lie in the z-x plane, parallel to the z axis. To 
simplify the problem we consider the plates to be 
infinitely thin and perfectly conducting. Such ideal­
izations are, of course, not realizable in the laboratory, 
and are thus valid only under restricted conditions. In 
this case if we resolve the electromagnetic field into 
its frequency components, the assumptions of zero 
thickness and perfect conductivity hold if A » T» b, 
where T is the thickness of the plates and b is the 
skin depth corresponding to the wavelength A. 

motion of the point charge implies either that the 
constant velocity is maintained by an external agent, 
or that the interaction between the point charge and 
the plates does not alter the motion of the former 
appreciably. The second statement is clearly not true; 
for since the plates are infinite in number, any effect 
of the force exerted by one plate on the point charge, 
however small, will multiply indefinitely as the charge 
traverses the plates in succession. Nevertheless, in 
the laboratory we can only construct a finite array of 
plates to which the infinite array in our calculations 
is a convenient approximation. So in practice when 
the transition time of the point charge across the 
finite array of plates is short, the velocity of the point 
charge may well be considered uniform. 

It is well known that a point charge moving 
uniformly in vacuum does not radiate. The radiation 
is therefore attributed entirely to the current density 
induced on the plates by the passage of the charge. 
Clearly, our problem is solved if we can calculate this 
induced current density. In the following the induced 
current density is found to satisfy a dual integral 
equation which can be solved by the Wiener-Hopf 
method. In the 1940's the Wiener-Hopf method was 
introduced by Copsonl and Schwinger into the study 
of electromagnetic diffraction by semi-infinite metallic 
structures. This method was immediately used by 
several authors2 in a series of papers to obtain rigorous 
solutions to the problems_of the excitation of an 
infinite set of metallic plates by monochromatic 
plane waves. The polarizations of the plane waves were 
so chosen that the essentially vectorial problems 
became two-dimensional and thereby-scalarizable. 

The problem we are going to solve is really an 

The point charge carrying a charge e moves in the 
upper half-space y ~ 0 with constant velocity v in 
the positive x direction. Its trajectory lies at a distance 
a above the x axis. We do not consider a nonzero y 
component of the velocity, since this brings in the 
further complication of transition radiations emitted 
when the charge pierces the plates. Also the z com­
ponent of the velocity is taken to be zero, since 
its effect is merely a uniform shifting of the whole 1 E. 1. Copson, Quart. 1. Math. 17, 19 (1946). 
. . . th dir . Th' 11. F. Carlson, A. E. Heins, Quart. Appl. Math. 4, 313 (1947); 5, 

Situation m e z ection. e assumption of uniform 82 (1947); A. E. Heins, Ibid. 8,281 (1950). 
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electromagnetic boundary-value problem. The bound­
ary conditions to be satisfied are three in number. 
Firstly, there is the outgoing wave condition which 
requires the solution to assume the form of an 
outgoing wave at large distances from the sources. 
Secondly, there is the well-known condition on the 
electromagnetic field at the surface of a perfect 
conductor. Finally, there is the edge condition which 
is peculiar to problems involving surfaces with sharp 
edges.s It prescribes definite behavior on the induced 
quantities in the vicinity ofthe edges, and is intimately 
connected with the uniqueness of the solution. In 
the following the first two conditions are directly 
applied in the formulation of the problem. The edge 
condition is found to be automatically satisfied by 
the solution obtained. 

ll. FORMULATION OF THE PROBLEM 

Without loss of generality we can take the point 
charge to be at the point x = 0, y = a, z = 0 at 
t = O. Then its motion produces a current density 

j:(x, y, z, t) = ec~(x - vt)~(y - a)~(z) (P, 0, 0, i), 

(1) 

where P = v/eand where the superscriptinj!(x,y, z, t) 
designates quantities associated with the point charge. 
It is now easy to calculate the Fourier transform 

1 f'" f'" j:(x, y, k., w) = 217 -'" -00 j!(x, y, z, t)e-ill:·z+iwt dz dt 

= _e_ eiCw/1)lru,(y _ a) (P 0 0 z·) u , , , . 
217P 

(2) 

This current density gives rise to a 4-potential which 
is the particular solution of the equation 

(a2/ax2 + a2/al + l)A:(x, y, k., w) 

= -I'oj:(x, y, k., w), (3) 

where p2 = k 2 - k! and k = w/e. The solution is 
given by 

A:(x, y, k., w) = 1'0 f'" foo il7 
417 -00 -00 

X H~l){p[(X _ x')! + (y _ y')2]t} 

x j:(x', y', k., w) dx' dy', (4) 

where il7H~l) is the outgoing Green's function of the 
two-dimensional Helmholtz equation. Here we must 
take 

p = (k2 
- k!)t, k" ~ k!, 

= i(k: - k2)t, k: ~ k 2
• 

• 1. Meixner, Ann. Physik 6, 2 (1949). 

Substituting (2) into (4) and using the relation 

1 foo e-IIIIC-212+t·)t 
- il7H~1)[p(X2 + y2)t]eit'" dx = -----; 
217 -00 ( - p2 + t~! 
we get 

A!(x, y, kz , w) = {f.to/417)(e/qp)eiCw/t!l..-qlv-a l 

(5) 

(P, 0, 0, i), (6) 
where 

q = [_p2 + (W/V)2]t. 

Let us denote the induced current density by 
jp(x, y, z, t) and the induced potential by Ap(x, y, z, t). 
Then their Fourier transforms are connected by an 
equation analogous to (4). j,.(x,y, k., w) can be 
analyzed into a sum of surface current densities 

00 

j,.(x, y, kz' w) = .2 ~(x - nd)Knp(y, k., w), (7) 
n=-oo 

where Kn,.(y, k., w) is the surface current density 
induced on the plate at x = nd. The periodicity of our 
system yields the relation 

Kn,.(y, z, nd/v) = Ko,.(y, z, 0). 

In terms of the Fourier transforms, this takes the form 

(8) 

Thus all the surface current densities differ from that 
on the plate at x = 0 by a phase factor only. Sub­
stituting (7) and (8) into (4) and writing 

1 foo Ko,.(Y, k., w) = --t Kop(kll , k., w)eill:wlldkll 
(217) -00 

and using (5) we get 

where 
w = (PI - k:)t, pI ~ k!, 

= i(k: - p2)!, k! ~ pl. 

Carrying out the summation we finally obtain 

A (x y k w) - _ 1'0 (217)!eiCW/1)md ,. , '.' - 417 

X foo sin w[x --(m + l)d] - eicw/1)dsin w[x - md] 

-00 cos wd - cos (w/v)d 

(9) 

where m is an integer such that md < x < (m + 1)d. 
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If we set x = rnd in (9), we get an integral representa­
tion for the boundary value of the induced potential 
on the plate at x = md: 

A,,(md, y, kz, co) = :: (21T)tei(w/v)ma 

f«l sin wd 1 
X ---------

-«l W cos wd - cos (co/v)d 

X Ko"(k,, , kz, co)eik•1I dkll · (10) 

We can set up an integral equation for the unknown 
induced surface current density Koiky, kz, co) if we 
can find a relation between the potentials in (6) and 
(10). This is furnished by the boundary conditions on 
the total electromagnetic field on the plates at 
x = md,y:$; 0: 

Ell + E~ = 0, 

Hz + E~ = 0, 

H I1J +H:=O. 

(11) 

These conditions can be translated into conditions on 
the potentials4 by virtue of the relations 

induced potentials are 

AI/(md, y, kz, co) 

= ei(w/v)ma[_ b 1!. e-i1l11 _ ""0 ieep eq(l/-a)] , 
co 41T co 

AzCmd, y, kz, co) (16) 

= ei(W/V)md[b kz e-i1l11 + ""0 eefJkz eq(l/-a)] , 
co 41T qco 

Aimd, y, kz, co) is clearly identically zero. 
Equating (10) to (15) and (16) we get a set of integral 

equations of the form 

L: K(kl/)Koikll' kp co)e
ik

." dkl/ = B"e-i1lll + C"e
q
", 

where the kernel is defined by 
y :$; 0, (17) 

K(kl/) = (sin wd/w)[cos wd - cos (CO/V)d]-l. (18) 

For y ~ 0 the unknowns Koikl/ , kz, co) satisfy another 
set of equations 

Ko,,(y, kz' co) = 0 
or, equivalently, 

E = - V1> - oA/ot, 

B=VxA, 

V • A + (1/e2)(o1>/ot) = O. 

(12) L: Koikl/' kz, co)eikolldkll = 0, y ~ O. (19) 

(13) Equations (17) and (19) constitute a dual integral 
equation soluble by the Wiener-Hopf method. 

Substituting (12) into (11) and using (13) we find that 
the field boundary conditions in (11) transform into 
a set of second-order partial differential equations for 
the induced potential, one for each component. In 
particular, for the scalar potential, we find 

(oWl + p2)1>(md, y, kz, co) 

= (-o2jol + k~)1>°(md, y, kz' co). (14) 

The other equations are similar in form. Using (6) 
we get the general solution for (14) 

1>(md, y, kz' co) 

= ei(w/v)ma[be-i1l11 _ ""0 ee(l - P2) eq(y-a)]. (15) 
41T qp 

Here the constant of integration in the complementary 
solution has been factorized so that 1>(md, y, kz, co) 
satisfies a periodicity condition analogous to (8), and 
b is an unknown function of k z and co to be determined 
later on. We have discarded a term proportional to 
ei1l1l since it violates the outgoing wave condition. 
The boundary values of the other components of the 

, G. A. Grinberg and Yu. V. Pimenov, Zh. Tekh. Fiz. 27, 2326 
(1957) [English trans!.: Soviet Phys.-Tech. Phys. 2, 2160 (1957)]. 

m. SOLUTION OF THE EQUATIONS 

Equation (17) can easily be converted into a func­
tional equation of the Wiener-Hopf type by Fourier 
transformation 

K(k )f(k ) = h(k ) + ..L iB + l.-~ 
11 Y 1/ 21T kll + P + i€ 21T kl/ + iq' 

(20) 

where I(ky) represents any component of Ko,,(kl/ , kz, co) 
and 

(21) 

with 

H(y) = L: K(ky)f(kl/)eik•1I dkl/' Y ~ O. (22) 

To simplify the mathematical analysis we have given 
p a small positive imaginary part 

p -+ p + i€, € > O. (23) 

Equation (20) contains two unknown functions 
I(ky ) and h(ky ). If it can be shown that these functions 
are analytic in the upper and lower complex kl/ 
planes, respectively, the Wiener-Hopf method can be 
applied to find the solution. We in fact have such 



                                                                                                                                    

1056 JOHN LAM 

analytic properties since we are dealing with half­
planes. Let us define 

F(y) = L:f(k,)etk,v dkll , y ~ 0 (24) 

and assume that 

IF(y)/ f"oo.I A1eT1
1/, y - - 00 (25) 

with AI, 'Tl > O. Then it follows from (19) and (25) 
that f(kv) is analytic inside the upper half-plane. 

-'Tl < 1m kll < 00. 

Similarly, if we assume that 

IH(y)/ f"oo.I A 2e-TI
I/, y - 00 (26) 

with A2 , 'T2 > 0, we find that h(kll) is analytic inside 
the lower half-plane 

-00 < Imkv < 'T2' 

The kernel can be shown to be analytic inside the 
strip 

-E < Imkl/ < E 

by virtue of (23). Thus the conclusion is that the terms 
in (20) have a common strip of analyticity 

-G < Imkl/ < G, G < e, 'Tl' 'T2 • 

In the following when we speak of the upper and lower 
kl/ planes, we refer to the regions - G < 1m ky < 00 

and - 00 < 1m kll < G, respectively. 
The solution of (20) now depends on the possibility 

of factorizing an analytic function into two members, 
one analytic and nonzero in the upper kl/ plane and 
the other analytic and nonzero in the lower kl/ plane, 
as well as the possibility of separating another 
function into two terms, one analytic in the upper ky 
plane and the other analytic in the lower kll plane. 
First we rewrite (18) as follows: 

K(k) = ~ 1 sin wd !d(w - wlv) 
11 d k! + q2 wd sin !d(w - wJv) 

X M(w + wlv) 
sin !d(w + w/v) 

= ~ K+(k1l)K_(k1l) 
d k! + q2 

(27) 

where K+(kl/) and K_(kl/) are analytic and nonzero in 
the upper and lower kl/ planes, respectively. Using 
the infinite product representation 

we get 

sin z = IT (1 _ 2..) e"/mr 
z n~oo n7T 

n"'O 

Then L(kl/) and L( -k1l) are analytic and nonzero in 
the upper and lower k1l planes, respectively, with the 
provision that we take 

1m [1 - (pdjn7T)2]1 < o. 
Similarly 

sin jd(w - w/v) sin jd(w + w/V) = G(kv)G( -kl/)' 
jd(w - wjv) jd(w + w/v) 

where 

G(k1l) = IT {[(I + ~)2 _ (~SJi _ i klld} 
n=l 2n7Tv 2n7T J 2n7T 

X II {[ (1 - 2::S - (:n~)] - i ;~~J} 
X e(d/2mr)«(})/v+ik.). (29) 

Then G(kl/) and G( -k1l) are analytic and nonzero in 
the upper and lower kl/ planes, respectively, if we take 

1m [(1 + ~)2 _ (.EE.)2J 1< 0, 
2n7Tv 2n7T 

[( 
wd )2 (Pd )2

J
i 1m 1 - -- - - < O. 

2n7Tv 2n7T 

We can write 

K+(k1l) = J(ky)L(ky)jG(k,J, 

K_(ky) = L( -ky)jJ(ky)G(-ky), 
(30) 

where J(ky) is a nonzero entire function as yet un­
determined. The infinite products in (28) and (29) in 
general have exponential growth in the appropriate 
half-planes. We want to choose J(kl/) so that K+(k,J 
and K_(k,J have algebraic growth. 

Consider the limit Ikyl- 00, 

eiy(k.d/1f) 
=--------

- i(k1ld/7T)r[ - i(k1ld/7T)] 
f"oo.I [1/(27T)i]e-lli- Y)(k.d/1f)[ - i(kl/d/7TW(k.d/1t)-~ 

1m kl/ > -G, 

where y = 0.5772 ... is Euler's constant. Similarly, 

G(k1l) f"oo.I (1/27T)e-i (I-Y)(k.d/1f)[ - i(k1ld/27TW(k.d/1tl-I, 

1m kl/ > -G, 
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Hence 

Thus if we define 
Iklll-- co, 1m kll > -(1. 

J(kll) = e-t(k.,d/") InlI, (31) 

I4(kll) and IL(kll) will have algebraic growth 

K±(kll) '" A±k:, Ikvl-- co. (32) 

These prescribed asymptotic behaviors are essential 
in the solution of the Wiener-Hopf equation. The 
functions I4(kll) and IL(kll) are now determined up 
to an arbitrary multiplicative constant which is taken 
to be unity, since it does not affect the final solution. 

Next we want to separate the function 

VJ{k) = J.... kll - iq[ B + _C_J (33) 
II 21T K_(kll) kll + P + iE kll + iq 

into two terms 

1jJ(kJ = 1jJ+(kll) + 1jJ_(kll) 

such that 1jJ+(kll) and 1jJ_(kll) are analytic in the upper 
and lower kll planes, respectively. This is done by 
writing tp(kll) as an integral along a closed rec­
tangular contour bounding its region of analyticity 
-(1 < 1m kll < (1. We have 

.n(k ) == ..l. j<XH" 1jJ(k;) dk' 
T II 2' k' k II 1TJ -a)-i.. II - II 

+_ II dk'. -1 fa)+i.. 1jJ(k') 
21Ti -00+,,, k; - kll II 

The first integral can be identified with 1jJ+(kll) and the 
second one with 1jJ_(k,J Evaluating the first integral 
by the method of residues, we get 

1jJ+(kll) == -i[ B p + iq 
21T K_(-p) kll + P + iE 

+ C 2iq J. (34) 
K_( -iq) kll + iq 

This separation is unique up to an arbitrary additive 
entire function which is taken to be zero, since it does 
not affect the final solution. 

We rearrange (20) as follows: 

~ K+(kll)f(kv) _ (k) == (kll - iq)h(kll) (k). 
d kll + iq 1jJ+" K-(kv) + 1jJ- II 

(35) 

Each side of (35) defines a function [(kll)' but since 
the left and right sides are analytic in the upper and 
lower k" planes, respectively, [(kll) is analytic in the 
whole kll plane and is therefore an entire function. 

Clearly our equation is solved if we can determine 
[(kll)' From physical considerations, the induced 
surface current density Keiy, k., w) is integrable with 
respect to y. This implies that f(kll) is asymptotic to 
zero in the upper k" plane. Thus the left side of (35) 
is asymptotic to zero in the upper kll plane. Similarly, 
it can be shown that the right side is also asymptotic 
to zero in the lower k" plane. So [(kll) is asymptotic to 
zero in all directions. Since, by the maximum modulus 
theorem, the modulus of an entire function assumes 
its maximum at the point at infinity, [(kll) must be 
identically zero. We therefore obtain the solution of 
our equation: 

f(k
ll

) == - id [B(P + iq) kll + iq 
41TK+(kll) K_( - p) k" + p + i 

+ 2iCq J. (36) 
K_(-iq) 

Here B still contains an unknown constant b in (15) 
and (16). We adjust b so that the solution satisfies the 
boundary condition 

KO!I(Y' k., w) == 0, y == O. 

We list the final solution as follows: 

-iec{Jd 
KO!I(kl/' k •• w) == t 

(21T) 

This solution can be shown to satisfy the assumptions 
made in (25) and (26). Moreover, the asymptotic 
behaviors 

K~kll' k., w) '" Blk;;t, 
Ko.(kll • k., w),...., Bak;;l, 

c(1o(kll , k., w) '" Bak;;i, kll -- co, 

imply that 

KO!I(y, k •• w) ,...., cli, 
Kg.{y, k., w) '" CaY-i , 
C(1o(Y, k., w),...., Cay-i, y --+- -0. 
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These are precisely the edge conditions in electro­
magnetic diffraction.3 We notice that K"" vanishes at 
the edge, while Koz and C<1o diverge there. 

IV. INDUCED FIELDS 

We can calculate the induced potential A,.(x, y, kz, w) 
by substituting (37) into (9). The integration can 
easily be carried out, since the only singularities of 
the integrand on the kll plane are simple poles. For 
y ~ 0, we complete the contour in the lower kll 
plane. The integral is reduced to a sum of residues at 
the poles at (i) kll = -iq, (ii) kll = -p - iE, and 
(iii) kll = _[P2 - (mrjel)2]l - iE, n = I, 2, 3, ."; 
The contribution from each pole may be interpreted 
as a characteristic solution of the wave equation. For 
y ~ 0 we complete the contour in the upper kll plane 
and collect contributions from poles at (i) kll = iq and 
(ii) kll = {P2 - [(2mrjd) - (wjv)]2}1 + iE, n = ±I, 
±2, ±3,···. From A,.(x,y, k" w) the induced 
fields E(x,y, k" w) and B(x,y, kz' w) are obtained 
by standard operations. 

Let us first consider y ~ O. The results are sum­
marized as follows: 

(i) Contribution from pole at k" = -iq: 

E(x y k w) = /-to ec ei(IO,vlz+a(lI-Ql 
, , Z' 417 {J 

[
. 1 - (J2 k 1 . kz] 

x l-{J-q' "q' 

B( x, y, kz' w) = /-to e ei(IO/vlz+a(lI-al (0, _ i k, , 1) . 
417 q 

(38) 

These fields exactly cancel the fields of the point 
charge as calculated from (6). 

(ii) Contribution from pole at kll = -p - iE: 

E(x, y, k., w) = Po(kz, w)ei(IO,vlmde-iW(q/p, 0, 0), 

B(x, y, kz' w) (39) 

= (l/c)Po(k., w)ei(IO,vlmde-iW(O, qkz/pk, q/k), 

where m is an integer such that mel < x < (m + l)el, 
and 

P (k w) = /-to 2ec{J [1 _ ei(IO'"ld] K_( - p) e-
aa 

. 
0" 417 d K_(-iq) P + iq 

These fields satisfy the relations 

E • B = 0, E = cB. (40) 

They represent a TEM wave propagating downward 
between the plates at x = mel and (m + l)el with wave 
vector 

k = (0, -p, kill) 

(iii) Contribution from pole at 

kll = _[P2 - (n17jd)2]1 - iE, n = 1,2,3, .... 

E(x, y, k., w) = Pik, , w)ei(IO,vlmdeik."" 

{[
q kiln + iq .1 - {J2] n17 

X - - 1--
2

- COS-X, 
pklln+p {J d 

[
i k"nd(9. k"n + iq _ 1 - (J2) _ i qd p - iq ] 

n17 p kiln + P {J2 n17 kiln + P 

X sm-x --sm-x, . n17 1 k,d . n17 } 
d '(J2 n17 d 

B(x, y, k., w) = ! P ikz' w)ei(IO,vlmdeik."" (41) 
c 

X -1-- - I 1-{[ 
. kllnd kz (q kiln + iq + .) + . qd kz p - iq ] 

n17 k P kiln + p n17 k k"n + P 

. n17 kz(q kiln + iq + .) 17n X sm-x,- - I cos-x, 
d k P kiln + P d 

- - cos-x, q p - iq n17} 
kk"ft+p d 

where mel < x < (m + l)el, 

kiln = _[P2 - (n17jd)2]1 - iE, 
and 

Pikz, w) =:: 2~{J (_I)mn[1 _ (_I)ftei(IO,"ld] 

K_(klln) (n17/d)2 e-aa 
X -

K_( - iq)(wjV)2 - (n17/d)2 kiln 

These fields also satisfy the relations (40). They 
represent higher excited modes propagating in the 
waveguide formed by the plates at x = mel and 
(m + I)el. For sufficiently large n, kiln is imaginary 
and the fields are exponentially damped in the 
negative y direction. 

For y ~ ° the fields take on the following forms: 
(i) Contribution from pole at kll = iq: 

E(x, y, k., w) = Qo(kz, w)ei(IO/vlf»-fl1l 

( 
.k[q 2q 1-{J2J 

X -I q{J P p + iq - -r ' 
q 2q p - iq 1 - (J2 . k.) 
P p + iq + P + iq - -r ' I q{J2 ' 

B(x, y, k., w) = ! Qo(k" w)ei(IO,,,lrt-a,, 
c 

X (- k.[9. ~ + p - iq + IJ 
k p p + iq p + iq 

_ i k. [9. ~ + IJ,! P - iq), 
q{J p p + iq {J p + iq 
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where 

Qo(kz, w) = {JtO/47T)ecf3[K..(iq)/K..( -iq)]e-qa. 

Since kz = w/v, we deduce that the group velocity is 
of magnitude v in the positive x direction. Thus these 
fields are simply dragged along by the moving point 
charge. They do not represent any outflow of energy. 

(ii) Contribution from pole at 

kll = {P2 - [(2n7T/d) - (W/V)]2}! + ie, 

n = ±I, ±2, ±3, ... : 

E(x, y, kz' w) = Q .. (kz' w)ei[(co/vl-(2n"/d)]Z+ik~"1/ 

X [-i(~ _ 2n7T) (!!. k~n + iq _ i 1 _/2), 
V d pk1/n+P f3 

'k' (q k;n + iq . 1 - (32) -I - -1----
1/n k' + f32 P 1/n P 

. P - iq kz] + Iq k' , - f32 ' 
1/n + P 

B(x, y, k p w) = ! Q..(kz' w)ei[(co/vH2 .... /dl]z+ik."'" (42) 
c 

[
'k l kz(q k;n + iq +.) . kz P - iq 

X 1 1/" - - , 1 - Iq -, , 
k P kyn + P k kyn + P 

-i(~ _ 2n7T)kz(!!. k~n + iq + i), 
v d k P k1/n P 

i(~ - 2n7T)fJ.. P - iq ] 
v d k k;n + P , 

where k~n = {P2 - [(2n7T/d) - (W/V)]2}! + ie, 

Q..(kz' w) = flo 2ecf3 
47T (W/V)2 - [(2n7T/d) - (w/vW 

Res K_( k;n) -(/a 
X e 

K_(-iq) 

and Res K_(k~n) is the residue of K_(k,,) at the pole 
k1/ = k~n' These fields satisfy the relations (40). They 
represent a wave with propagation vector 

k = [w/v - (2n7T/d), k;n, kz)' 

For sufficiently large n, they are exponentially damped 
in the positive y direction. 

V. POYNTING'S VECTOR 

The property of the radiation is studied by cal­
culating the Poynting vector 

S(x,y, z, w) = E(x,y, z, w) x H*(x,y, z, w). (43) 

To this end we must first carry out the k. inversion on 

the fields calculated in the previous section. This 
amounts to evaluating integrals of the form 

This integral cannot be evaluated exactly, since f(k z) 

has a very complex structure. But if we write 

y = ±p cos cp, z = p sin cp, -t7T:::;; cp :::;; t 7T, 

where the upper and lower signs correspond to the 
half-spaces y ~ 0 and y :::;; 0, respectively, then for 
p -+ 00 we can use the method of steepest descent to 
get an expression for the far fields: 

11"-.1 f(). sin cp»). cos cp().prieiJ.P-i(t"l. (45) 

This is in the form of a cylindrical wave. 
We calculate the Poynting vector from the far 

fields and summarize the results below. It is clear that 
only undamped fields need be considered. For y :::;; 0 
we get 

(i) Contribution from pole at k1/ = -p - ie: 

In this expression we must put k z = k sin cpo 
(ii) Contribution from pole at 

k" = _[p2 - (n7T/d)2]! - ie, n = 1,2,3, ... : 

In this case it is more appropriate to give the Poynting 
vector averaged over one period d: 

In this expression we must put 

k. = [k2 - (n7T/d)2]! sin cpo 
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For y ~ 0 we get contributions only from poles at 

k" = {P2 - [(2mr/ti) - (W/V)]2}! + iE, 

n = ±I, ±2, ±3,"', 

S( ) 1'0 e2w2 k2 - [(2n7T/d) - (W/V)]2 
X, y, z, w = 47T 7TC {(W/V)2 _ [(2n7T/d) _ (W/V)]2}2 

X I Res K_(k~n) \2 
K_(-iq) 

x ~p[~(2_n 7T-.!/-'ti):.....-_(.:>.-w..!../v~) ]:...!:2[(.:>.-1_--.!{J-"~;!..!./ {J-'2]:......+:.....2-->.(-"k."-!...' (J-,--)2~( k=;n:......+-"P'-!.) 
p(k;n + p)2 

e-IQ/J cos2 4> 
X-- k, 

kp {kll 
- [(2n7T/d) - (W/V)]2}! 

(48) 

where 

k = (~- 2~7T)e~ + [k2 - e~7T - ~Jrep. (49) 

In (48) we must put 

k. = {k2 - [(2n7T/ti) - (W/V)]2}! sin 4>. 

From Eq. (49) we see that at fixed frequency w, the 
x component of the wave vector in the upper half­
space y ~ 0 has only a finite number of discrete 
values: 

k~ = (w/v) - (2n7T/d), n = ± 1, ±2, ±3, .... 

(50) 

We recognize this to be the von Laue condition for 
wave diffraction by a periodic structure if we recall 
that w/v is the x component of the wave vector of the 
incident wave (6). If we let w vary and observe the 
radiation at a fixed angle 0 with respect to the x axis, 
then Eq. (50) gives 

w = (2n7Tv/d)/(1 - (J cos 0), 

n = ±1, ±2, ±3, .... (51) 

Equation (51) states that the frequency spectrum at 
fixed 0 consists of discrete lines corresponding to 
integral multiples of 27TV/d which measures the number 

of plates traversed by the point charge per unit time, 
shifted by the Doppler factor (I - (J cos 0)-1. 

The presence of infinite products in (46), (47), and 
(48) obscures the properties of the Poynting vector, in 
particular, its angular dependence. However, recently 
Kazantsev and Surdutovichli solved the problem of 
the excitation of a conducting half-plane by a uni­
formly moving point charge. These authors found a 
Poynting vector of the form 

1'0 e2v 
Sex, y, z, w) = -----;;:-ii 

47T 87T r 

cosll 0(1 + sin cp) + (1 - (JI sin2 0)(1 - sin 4» X ~-~~-~~~-~--~--~ 
sin 0(1 - {JI sin2 0)(1 - (J2 sin2 0 cos2 cp) 

X exp { - 2a ~WI [1 - {JI sinl OJ!}, (52) 

where x = r sin 0 cos cp, y = r sin 0 sin cp, z = r cos 0 
and the half-plane is taken to be at x = 0, y ::::;; O. In 
general the radiation is concentrated along the y axis 
at high frequencies, along the z axis at low fre­
quencies, and along the x axis at high velocities 
({J ~ 1). In the approximation of zero interaction 
among the plates, the radiation pattern of N plates 
spaced evenly with a separation d near the plane x = 0 
can be synthesized from that of a single plate. We get 
a Poynting vector equal to (52) multiplied by an 
"array factor" 

sin2(!Nd)(k~ - w/v) 

sin I (!d)(k~ - w/v) , 

which is sharply peaked in directions satisfying (50). 
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A classical inequality giving lower bounds for fluctuations about ordered states is derived. The 
inequality, analogous to a quantum result due to Bogoliubov, is established by a purely classical argument 
which makes explicit the nature of the surface boundary conditions required, a point which is rather 
obscure in the quantum derivations. As in the quantum case the inequality is useful in excluding certain 
kinds of phase transitions in one- and two-dimensional systems. This is illustrated for several kinds of 
classical spin systems. 

A N exact inequality due to Bogoliubov1 has recently 
.L\.. been used to prove that several kinds of phase 
transitions cannot occur in one- and two-dimensional 
quantum systems.2•3 The derivation of the inequality 
relies heavily on the formal apparatus of quantum 
mechanics, but if the quantum phase transitions have 
classical analogs, similar conclusions about the 
classical systems follow from taking the Ii -+ 0 limit 
of the final quantum result. 

One would nevertheless like a purely classical proof 
of the Bogoliubov inequality for several reasons. It is, 
if nothing else, distasteful to be forced to appeal to the 
classical limit of a quantum mechanical result, in an 
otherwise purely classical argument. Furthermore, the 
detailed evaluation of terms in the inequality in 
particular cases is frequently less laborious classically, 
since terms that ultimately vanish in the Ii -+ 0 limit 
of the quantum result are dropped from the beginning, 
and equipartition of energy can frequently be exploited. 
Finally, the effect of surface conditions on the 
Bogoliubov inequality is somewhat hard to ascertain 
in the quantum theory, while in the classical theory 
the surface can lead directly to explicit correction 
terms in the basic inequality. 

For these reasons a direct classical proof of the 
Bogoliubov inequality is given below. However, one 
should realize that the inequality is proved only for 
Hamiltonian systems, and these are always classical 
analogs of quantum systems. Therefore, aside from 
esthetic and calculational matters, the primary point 
of this note is to establish the validity of the naive 
Ii -+ 0 limit and to emphasize (as has not been done 
in the quantum derivations) the importance spatial 
boundary conditions can have on the form of the 
i~equality. 

* Alfred P. Sloan Foundation Fellow. 
1 N. N. Bogoliubov, Phys. Abhandl. S.U. 6, 113 (1962); see also 

H. Wagner, Z. Physik 195, 273 (1966). 
z P. C. Hohenberg, Phys. Rev. (to be published). 
I N. D. Mermin and H. Wagner, Phys. Rev. Letters 17, 1133 

(1966). 

Consider, then, a classical system described by 
canonical variables ql ... qn' PI ... Pn, and Hamil­
tonian H(ql ... Pn)' We define the canonical ensemble 
average (A) of any function A(ql ... Pn) in the usual 
way: 

(A) = f dre-PH A / f dre-PH 

= f dre-Pm-FlA, 

where dr is the phase space volume element, dr = 
dql' .. dpn, and {3 = 1 jkB T. 

For any functions A and B for which the ensemble 
averages (IAI2), (IBI 2), and (A * B) converge, we have 

(IA - (AB*)Bj(IBI2)12) ~ 0, 

and hence the Schwartz inequality, 

(IAI2) ~ I(A*B)1 2 j(IBI2) (I) 

(with equality if and only if A is a constant times B). 
Classical versions of the Bogoliubov inequality 

emerge when the function B is of the form [C, H], 
where the bracket is a Poisson bracket: 

[A, B] = i (OA oB _ oB OA). (2) 
i=1 Oqi apt Oqi 0Pi 

It is then easily verified that 

(A*[C, H]) = kBT([C, A*]) + Al - AI' (3) 

where Al and A2 are given by 

Al = kBT i fdr '!'(A* oC e-P(H-Fl) , (4) 
i=1 oq; op; 

AI = kBT i fdr l.. (A* oC e-P(H-Fl). (5) 
;=1 apt oq. 

For each i the integration over q; in (4) and Pi in (5) 
can be done explicitly, showing that Al and All are 
surface corrections to the basic result: 

(A *[C, H]) = kBT([C, A *]). (6) 

1061 
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In a variety of cases the surface corrections to (6) 
vanish identically, either because the relevant functions 
are periodic, or because the statistical weight e-PH 

vanishes as any Pi or qi goes to infinity. We assume 
this to be the ordinary state of affairs, in which case 
(6) and (1) imply, with B = [C, H] that: 

<lAI2) > kBT I([C, A*])1
2 

(7) 
- ([C, [C*, Hm 

This is precisely the naive classical limit of the 
quantum Bogoliubov inequality in the form given in 
Ref. 3, with commutators replaced by Poisson 
brackets times in.4 

Equation (7) is the main result of this note. The 
question of when it has to be modified by nonvanishing 
surface terms must be taken up in each particular 
application of (7). Here we only illustrate its use in a 
few simple cases in which the surface terms vanish. 
[It is at first surprising that in the classical theory 

. the validity of (7) depends on the vanishing of various 
surface terms, since no such problem appears to arise 
in the quantum theory; it is, however, swept under 
the rut in the implicit assumption that the Hamil­
tonian is Hermitian, which allows one to integrate by 
parts in matrix elements like (EI HA IE') to get 
E (EI A IE') and no surface terms.] 

Example 1: 
n 

H = 2 p~/2mi + U(ql ... qn)· 
i=l 

This form of H is relevant in discussing the possi­
bility of crystalline ordering in one and two dimen­
sions. The details of this problem will be presented 
elsewhere,6 and here only the following elementary 
points are made: 

Terms of the d 2 type [Eq. (5)] vanish for reasonable 
A and C because of the quadratic dependence of H 
on momentum. Terms of the d 1 type [Eq. (4)] are 
somewhat trickier. In using the Bogoliubov inequality 
one always works in a finite volume, reserving the 
thermodynamic limit for the end of the argument. 
If the finite volume is maintained by an explicit 
potential well term in U, then d 1 terms will also 
vanish at infinity in configuration space for well­
behaved A and C. However, in this case the contri­
bution of the well term in U must be kept in the 

fo Note that one has equalitym (7) (provided surface terms can be 
ignored) if and only if A is a constant times [C, H). This is not the 
case in the quantum version of (7) since its derivation requires both 
the Schwartz inequality and the replacement of the quantum 
fluctuation dissipation theorem by its classical form (which 
maintains the inequality). 

6 The author is indebted to J. Langer for directing his attention 
to the correct rug. 

• N. D. Mermin (to be published). 

denominator of (7). Alternatively, one can avoid such 
terms in the denominator of (7) by working in a 
configuration space of volume V. but then the d 1 

surface terms do not vanish, and care must be taken 
to demonstrate that the arguments excluding ordering 
in one or two dimensions remain valid in their pres­
ence. Finally, one can avoid the problem by imposing 
the analog of the quantum periodic boundary con­
ditions-i.e., artificially redefining U to have the 
macroscopic periodicity of the box of volume V, and 
only considering functions A and C which have this 
periodicity in configuration space. 

Example 2: Models involving classical three-dimen­
sional spins, on lattices of arbitrary dimensionality. 

Consider the classical statistical mechanical system 
defined by the following free energy: 

e-PF = f P({S(R)}) V dS(R)e-PH, 

H = - 2 J(R - R')S(R) • S(R') - h 2 Sz(R), (8) 
R~ R 

where the index R runs over the sites of a Bravais 
lattice of N sites with the usual periodic boundary 
conditions, and the a priori weight function P depends 
only on the magnitude S(R) of each of the spins. Two 
special cases are of particular interest?: 

(1) If 
P({S(R)}) - II I5(S - S(R», 

R 

then each spin has the same fixed magnitude S, and 
the integrations are only over the directions of each 
spin. This is just the classical Heisenberg model. 

(2) If 

P({S(R)}) -15( NS
2 

- ~ S\R)} 

then (8) gives the free energy for a spherical model 
of three-dimensional spins. 

Provided that the a priori probability of any single 
spin being infinite in magnitude vanishes and provided 
that J is of finite range, the system (8) can be shown to 
have no spontaneous magnetization in one and two di­
mensions. The trick in constructing the classical proof 
is to define the Poisson bracket. Suppose we first fix 
the magnitude of each spin. The system can then be 
described by the 2N canonical variables OCR) and 
SzCR), where O(R) is the angle between the projection 
of S(R) in the x-y plane and the x axis, and Sz(R) is 

1 The introduction of P slightly simplifies the proof at the 
expense of introducing a singular II priori distribution function in 
the two cases of chief interest. However, direct proofs that do not 
use P can easily be constructed in these cases. 
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the projection of S(R) on the z axis. The Poisson may rewrite (11) as 
bracket is therefore 

(A*[C,H]) = - ! I I II dS(R)A*[! _0_ S(R'Y'] 
[A B] - ~ (~~ _ ~~) (9) (J R' R 20S(R') 

, - i' oO(R) oS.(R) oS.(R) oO(R) , 
oC 0 (P -P(H-F» 

where the derivatives are to be taken at fixed spin 
magnitudes. 

Rather than rewriting H in terms of the canonical 
variables and the dynamically inert spin magnitudes, 
it is simpler to rewrite the Poisson brackets in terms 
of the variables SfJ)' S'II' and S •. Thus if 

then 

SfJ) = (S2 - S!.)! cos 0, 

S'II = (S2 - S~)! sin 0, 

oA oB _ oB oA _ (OA oSfJ) + oA OS'll) 

00 oS, oOoS.- oSfJ) 00 oS'll 00 

X (OB oSfJ) + oB oS'll + OB) _ (A ~ B) 
oSfJ) oS" oS'll oS. oS. 

= S. oA x oB 
oS oS 

and therefore8 

oA oB 
[A, B] = t S(R) • oS(R) x 0S(R) . (10) 

Equation (6) without any surface corrections can 
now be proved as follows: 

(A*[C, H]) 

= I I II dS(R)P({S(R)})e-P(H-FIA*S(R') 
R' R 

oC oH ·--x--
oS(R') oS(R') 

= -! I I II dS(R)A*S(R').~ 
(J R' R oS(R') 

x _0_ [P({S(R)})e-P(H-Fl]. (11) 
oS(R') 

[The last line of (11) is justified by observing that 

[C, Pe-PH] = [C, e-PH]p + [C, Pje-PH 

and 
[C,P] = 0, 

since P depends only on the spin magnitudes.] We 

8 Compare N. D. Mermin. Phys. Rev. 134, Al12(1964). Appendix 
A. 

·--x-- e 
oS(R') oS(R') 

= ~ I I II dS(R)S2(R') _0_ A* 
2{J R' R oS(R') 

oC 0 
• -- X -- (Pe-PIH- F » (12) 
oS(R') as(R') , 

where the integration by parts is justified by the as­
sumed rapid vanishing of P for large spin magnitudes. 

Now the integrand in (12) is invariant under cyclic 
permutation of A*, C, and Pe-fJ(H-F), as must there­
fore be the last line of (11). But the permutation 
A * -+ C -+ Pe-fJ(H -Fl -+ A * reduces the last line of 
(11) to (-lj{J)[A*, C], which proves (6). 

With the Bogoliubov inequality (7) established for 
this classical spin system, the proof that there is no 
ferromagnetism in one and two dimensions is essenti­
ally the same as that given in Ref. 3: 

We define 

S(k) = I e-ik'RS(R), J(k) = I e-iJc.RJ(R) 
R R 

and let C = S+(k), A = S_( - k). Equation (7) now 
leads to the inequality9 

(1/ N 2)(IS+(k)12
) 

> 1.. kBTs; 

- N [~2 ~ (J(k') - J(k' - k» ] , 
x (IS.(k')12 + IIS+(k')12

) + !hs. 

1 
s. = - I (S.(R». 

NR 
But since 

I ~ (IS+(k)12) = 1.. I (I S+(R) I 2) < S2, 
kN NR 

where S2 is the mean square magnitude of an individual 
spin, we have 

S2> 2k Ts2.!. ~ 1 . 
- B z Nt k2S2 I R2 IJ(R)1 + Ihlls.1 

R 

• Sums over k in both spin examples are restricted to the first 
Brillouin zone. 
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In the limit of an infinite system the sum becomes 
an integral, which diverges in one and two dimen­
sions as h goes to zero, thereby proving that Sz must 
vanish with vanishing h. 

Example 3: Lattice of plane rotors.10 

If we take not three-dimensional spins, as in 
Example 2, but two-dimensional ones, the argument 
simplifies considerably. Let 

J
2 .. 

e PF = IT dO(R)e-PH, 
() R 

(13) 

H = - IJ(R - R')cos(O(R) - OCR'»~ 
R' 

-hIcosO(R). 
R 

The canonical variables are now OCR) and peR), the 
angular momentum perpendicular to the plane of 
rotation. We take 

and hence 

A = I sin O(R)e-ik-R, 
R 

C = I P(R)e-ik'R , 
R 

[C HI = -I e-ik'R oH . 
, R (JO(R) 

In this model ensemble averages involve integrations 
only over each OCR) between 0 and 217. However, from 
the form of fC, H1 it is directly evident that (6)is still 
valid, since only an integration by parts with respect 
to OCR) is required to prove it, and all functions in the 
integrand are periodic. 

Therefore (7) again holds without any surface 
corrections, and the proof that this model is not 
ferromagnetic in one or two dimensions proceeds as 

10 This model has been studied by M. Kac, as described in a 
recent lecture at Cornell. The analysis of Kac's model given here 
was constructed at the suggestion and with the vigorous assistance 
of M. E. Fisher. 

follows: 

([C, [C*, Hm 
_ I eik.(R-R')( (}2H ) 
- RR' (JO(R)(JO(R') 

= 2 I J(R - R'XI - eik'(R-R'l)(cos (6(R) - OCR'»~) 
RR' 

+ h I (cos O(R» 
R 

S N( f R2 IJ(R)1 k2 + Ih11ml). (14) 

where m is the magnetization per particle, 

m = 1. I (cos OCR»~. 
NR 

Furthermore ([A *, CD is just Nm. Therefore from 
(7) we have 

I (sin OCR) sin O(R'»eik'(R-R') 
RR' 

~ k2a R2 ~~:~;: Ihllml 
But 

1- I (! (sin OCR) sin O(R'»eik'(R-R'I) 
N2 

k RR' 

and hence 

= 1. I <sin2 OCR»~ < 1, 
NR 

1 > kB Tm 2 1. ! [k2<I R 2 IJ(R)I) + Ihllmlrl. (15) 
N k 

In the thermodynamic limit this becomes (n = N/V) 

1 > kBTm2f~ [k2<I R 2 IJ(R)I) + Ihllmlrt, 
n (217)d 

(where d is the number of dimensions) which again 
requires that m vanish as h goes to zero in one and 
two dimensions. 
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In the previous paper of this series, it was shown that three types of gravitational null fields may be 
characterized on the analogy of the electromagnetic field. The first two types were discussed in the previous 
paper. This paper discusses the remaining third type (C) of gravitational null field. The necessary and 
sufficient condition that the gravitational field be of type C is obtained. The formalism is also extended to 
include nonempty gravitational fields. It is shown that the nonempty space-time may also admit three 
types of gravitational null fields under certain circumstances. A typical case is discussed as an example. 

1. INTRODUCTION 

I N the first paper of this series, l we developed a 
criteria for the characterization of vacuum gravi­

tational null fields and showed how this criteria leads 
to three distinct types of null fields designated as 
fields of type A, B, and C. In I, we considered types 
A and B in detail under the assumption that Rab = O. 
In this paper, we consider vacuum null fields of type 
C. We also extend our theory to include the nonempty 
gravitational fields as well. 

Since in I we considered the theory in detail, we 
give only a brief outline here. In a vacuum normal 
hyperbolic Riemann space-time (i.e., Rab = 0), we 
can construct two types of dual tensors from the 
curvature tensor in the following manner2: 

with the following property3: 

·i<·R R·i<· • mel = ,ilk 
and 

·X· .x·R + J} 0 . • iikl ""ilkl = , 

(Ll) 

(1.2) 

(1.3) 

(1.4) 

where 'i!:R and R"~: are the left and the right duals 
(indices suppressed), respectively. Now, the following 
tensors are formed from the curvature tensor and its 
duals: 

(1.2.7) 

(1.2.8) 

(1.2.9) 

1 R. M. Misra and R. A. Singh, J. Math. Phys. 7, 1836 (1966), 
referred to here as I. 

I The signature of the space-timeltas been taken + + + -. The 
range of small Latin indices is from 1 to 4 and those of Greek 
indices is from 1 to 3. Latin indices are used as tensor indices and 
Greek indices are used as labels. Summation convention is used 
throughout. 

where Uk is a timelike unit velocity vector representing 
the world line of the observer and satisfies 

(1.5) 

The tensors G, H, and K satisfy the following 
conditions' : 

G: = H: = K: = 0, 

G[(il = H[ii] = K[iI] = o. 
(1.2.10) 

(1.2.11) 

It should be remarked here that Eq. (1.2.10) is valid 
only in case of vacuum gravitational field, whereas Eq. 
(1.2.11) states that these tensors are symmetric. This 
can be easily seen from the symmetry properties of 
the curvature tensor. Now assuming the equalities of 
the eigenvalues of Gtl and Hi/' and the definite relative 
orientation of their eigenvectors [cf., assumptions 
(A) and (B) in I] leads to three types of gravitational 
null fields. Gravitational null fields of types A and B 
have already been considered in I, we study here the 
null fields of type C. 

2. GRAVITATIONAL NULL FIELDS 
OF TYPE C 

In case of gravitational null fields of type C all the 
eigenvalues of Gii are zero and so also that of Hi/ • 

The following equations are then satisfied: 

G Gil - H Hil ii - iI , 

G G IGki - H HIHk( - 0 il k - iI k -. 

(2.1) 

(2.2) 

These equations are direct consequences of assump­
tions (A) and (B) of I. 

For further discussion it is convenient to use the 
nonholonomic coordinate frame defined with the help 
of the unit eigenvectors ei of Gil and ui

• The vectors 
fJ 

I In general, the left dual of Rob •• equals the right dual when and 
only when Sob == Rob - igobR = O. This condition is obviously 'The symbol () has been used for symmetrization aDd the 
satisfied for vacuum gravitational field, i.e., R .. = O. symbol [ ] for skew-symmetriz.ation. 
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satisfy the following conditions 

eielli = ~~, 
" 

"" 

(2.3a) 

(2.3b) 

(2.4) 

The nonholonomic components of an arbitrary tensor 
Til are then defined as 

T"p = Tiseie i . (2.5) 
"p 

We now state and prove the following theorem. 

Theorem (2.1): If we define a tensor Qabed in the 
following manner 

Qabed = R..b~'JHlrBRr.cd' (2.6) 

then the necessary and sufficient condition that a 
vacuum space-time admits a null gravitational field 
of type C is that 

(2.7) 

Proof: In order to establish this theorem, we first 
express the right-hand side of (3.6) in terms of Gu 
and Hi; through Eq. (1.2.13). Then from equation 
(2.7), after contracting by uau' and simplifying, we 
obtain 

Gbll{Go'GBd - H!HH - Hg{Gjp: + H~Glld} = O. 

(2.8) 

On further contraction of this equation by ebe'" and 
making use of the fact that I I 

(2.9) 
we get 

G12G13G2S - GlSH:Hi - G12H:H~ - H~G23Hi = O. 
(2.10) 

This is equivalent to choosing a particular coordinate 
system in which 

G.= (: ~ ~} 
o -M) 

H#= ( ~ 
-M 

o 0 . 

o 0 

(2.14) 

(2.15) 

The two three-tensors satisfy assumptions (A) and (B) 
and hence the statement of the theorem. 

We now show that the gravitational field satisfying 
(2.7) admits a null vector in agreement with the 
properties of the gravitational null fields. 5 

Theorem (2.2): If the gravitational field is a null 
field of type C, then it defines a null vector given by 

ka = Ua - ea' 
I 

The vector ka satisfies the equation 

Rabe[dk'1kc = O. 

(2.16) 

(2.17) 

Proof' According to the Debever's6.7 theorem, the 
multiplicity of the null directions which a nonvan­
ishing Riemann tensor may admit should be four, so 
we define the null directions as 

ka = Aea + Bea + Cea + Dua, 
I 2 3 

where A, B, C, and D are scalars whose values are to 
be determined. On substitution of this value of ka in 
(2.17) and making use of (1.2.13), (2.1), (2.2), (2.14), 
and (2.15), we obtain a set of equations in the scalars 
A, B, etc. On solving these equations we easily find 
that 

B= C=O, A = -D. 

Similarly, contracting Eq. (2.8) by different pairs of Thus we obtain 
ebed, we obtain a set of three more equations. Also 
.. /I 
Eqs. (2.1) and (2.2) are equivalent to 

Gi2 + G:s + G:1 = Hi2 + H~ + H:1 (2.11) 
and 

G12G23G31 = H12H23H31 = O. (2.12) 

But these equations are not linearly independent. 
However, when these are solved simultaneously, we 
obtain a set of solutions, a typical one of which is 

Gia = His = M2 (say), (2.13) 

the remaining components of G and H being zero. 

However, the scalar D may be chosen to be unity 
without any loss of generality; hence the theorem. 

This completes our study of null gravitational 
fields for an empty space-time. In the next section we 
consider the existence of null fields in a general 
space-time for which the energy-momentum tensor 
does not vanish. 

• R. K. Sachs, Proc. Roy. Soc. (London) A264, 309 (1961). 
• R. Debever. Bun Soc. Math. Belg. 10, 112 (1959). 
7 R. Penrose. Ann. Phys. (N.Y.) 10,171 (1960). 
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3. NULL FIELDS IN NONEMPTY 
SPACE-TIME 

for a nonempty space-time. They satisfy 

Grall] = Drab] = K[aII] = 0, (3.7) 

(3.8) 
We characterize the nonempty space-time with an 

energy-momentum tensor Tab so that the field equa-
tion is where 

(3.1) 

where gravitational constant has been taken to be 
unity. Now, since in this case the field equation (3.1) 
is constructed with the help of the Ricci tensor, the 
metric tensor, and the energy-momentum tensor, it 
is no longer possible to base the investigations only 
on the properties of the curvature tensor. Therefore, 
we define an object used first by Petrov8•9 called 
space-time-matter tensor in the following manner. 

Pabctl = RabCtl + ga[tlTc)b + gb[cTtl)a + O'ga[~c)b' (3.2) 

where O' is a coordinate dependent function. The 
tensor P abed has the synimetry properties of the 
Riemann tensor, i.e., 

P(ab)Cd = Pab(ed) = Pa[bed) = 0, (3.3a) 

(3.3b) 

The necessity of introducing a coordinate dependent 
function O' is connected with the question of the 
uniqueness of the mass-energy tensor. It is because 
Eq. (3.1), satisfied by Tab which has the following 
properties: 

(a) Tab is symmetric; 
(b) VbTab = 0, where V derivative is used for covar­

iant differentiation; 
(c) Tab depends only on field potentials and gab; 

is also satisfied by T'ab, where 

T'ab = Tab + agab 

"a" being a scalar .10 

Now, we define tensors Gab' iiab' and Kab with the 
help of the equations 

H .)(.p btl 
ae = . abedU U , 

(3.4) 

(3.5) 

(3.6) 

where '~'operation has the usual meaning. The tensors 
G, ii, and K are the analogs of G, H, and K respectively 

8 A. Z. Petrov, Scientific Notices Kazan State University 114, 55 
(1954). 

• A. Z. Petrov, in Recent Developments in General Relativity 
(Pergamon Press, Inc., New York, 1962), p. 371. 

10 V. Fock, in Conference internationale sur les theories rela­
tivistes de la gravitation (Pergamon Press, Inc., New York, 1954). 

w = to' + T, T = r:. (3.9) 

It should be noted that Eq. (3.7) states that G, ii, 
and K are symmetric, a consequence of the symmetry 
properties of Pabetl , and that (3.8) holds in view of 
(3.1). In general, the rank of G, ii, and K is three and 
they lie in a space orthogonal to up. It may easily 
be seen that 

P ·)(··ik ° abed +. . Pabetl = . (3.10) 

In view of this equation we have the important 
relation 

(3.11) 

Now the tensor Pabcd in view of (3.3b) has ten alge­
braically different components. These are all contained 
in G, ii, and K. Thus the components of Riemann 
tensor have been partitioned into three symmetric 
tensors (3.4), (3.5), and (3.6). The Riemann tensor 
can be recovered from G, ii, and K through the 
following equations 

(P + j"x"'P)abcd = (g + ie)abPig + ie)cdrs 

x upur( G + iii)q· 

= -(g + ie)abpq(g + ie)etlrs 

x upur(K - iii)qs. (3.12) 

We thus note that our formalism for the nonempty 
space-time is entirely analogous to that of vacuum 
fields. All the relations for nonempty Riemannian 
manifold are obtained from those of empty-space­
time merely substituting P in place of Rand G, ii, 
and K for G, H, and K, respectively. But we further 
note one important difference, which is that, whereas 
G, H, and K for vacuum fields are all traceless, this 
property no longer holds true for Gab and Kab . We 
observe from Eq. (3.8) that the trace of Gab is equal 
to a scalar w given by Eq. (3.9). In general this scalar 
is not zero. However, the choice of w, O', and Tis 
connected with physical consideration. If the motion 
and distribution of the matter are given so that Tab 
is known and if Pabcd is known for some specified 
choice of O', then the curvature tensor is uniquely 
determined. Again, because of the freedom in choice 
of O' we can always make w to vanish. However, for a 
general discussion we do not specify the choice of w. 

Now, for the characterization of gravitational 
null fields for a nonempty Riemannian manifold, we 
have to see whether assumptions (A) and (B) may 
also be satisfied in this case. If such a space-time 
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admits a null gravitational field then assumption (A) 
states that the eigenvalues of (Jab and Dab should be 
equal, and assumption (B) states that their eigen­
vectors should have a required relative orientation. 
But we conclude from Eq. (3.8) that equality of eigen­
values of (Jab and Dab cannot hold, and therefore 
assumption (A) cannot be satisfied. We hence have 
the following theorem. 

Theorem (3.1): A nonempty Riemannian manifold 
for which Eqs. (3.1), (3.2), and (3.7)-(3.9) are satisfied 
cannot admit a gravitational null field in general. 

Proof: In view of the above discussion the theorem 
is evident. 

Thus we conclude that in this formalism a nonempty 
space-time with an arbitrary energy-momentum 
tensor does not admit null gravitational fields in 
general. However, we remarked earlier that, in 
particular, a proper choice of the coordinate system 
can be made and a given distribution and motion of 
matter may be considered for which the scalar w 
vanishes. Equivalently, if trace of (Jab and Kub is zero, 
then assumption (A) may be satisfied. In order to be 
more specific about the above statement, we consider 
an energy-momentum tensor whose trace vanishes 
and choose a coordinate system such that (1 is zero. 
In particular, we investigate the following field equation 

(3.13) 

where :Fab is the stress-energy tensor of the electro­
magnetic field defined in the following manner 

:F! = f.arb - tNJpQ.f"1, (3.14) 

where lab is the electromagnetic field tensor. In this 
case we obtain 

w = F+!(1 = 0, 

Pab = 0, 

(J: = H: = K: = 0, 

(3.15) 

(3.16) 

(3.17) 

where F = :F: = O. Thus in view of (3.8), (3.9), (3.15), 
and (3.16) assumptions (A) and (B) may be satisfied 
and we may characterize gravitational null fields in 
nonempty space-time exactly in the same manner as 
we did for vacuum fields. Accordingly, we characterize 
the gravitational field to be a null field of type A, B, 
and C, respectively, if: 

(a) all the eigenvalues ofG'~1 and D~I arenonvanishiIig; 
(b) one of the eigenvalues of G' ~I and Hil is vanishing; 
(c) all the eigenvalues of (Jil and Hil are zero. 

Thus the gravitational null fields in nonempty 
space-time may be discussed like those of vacuum 
null field if Eqs. (3.13), (3.15), and (3.16) remain 
satisfied. All the existence theorems for this case may 
be recovered from those of corresponding theorems 
for vacuum case merely by replacing RabCd by Pabcd ' 
We illustrate this with the help of the following 
theorem. 

Theorem (3.2): If we define a tensor Qabcd as 

Qabcd = PabPqPHr'Pr,cd' (3.18) 

the necessary and sufficient condition that a nonempty 
space-time with vanishing curvature scalar admits a 
gravitational null field of type C, is that 

QabCd = 0 (3.19) 
or equivalently 

(R- .'if.,. ''if.'R) 'R- .'if.,. ·'if.·R)HrB(P _ .'if.,. ·'if.·P \ = 0 abpq\ ""'8cd ""'BCtJ}· 

(3.20) 

Proof: Proceeding on the lines of the proof of Theo­
rem (2.1) we -may easily establish this theorem. The 
equivalence of Eqs. (3.19) and (3.20) may be shown 
by recalling the well-known identity, 

Rabcd + .'if.,. -'if.'Rabcd = Sad!JbC + Sbcgad 

- Sacgbd - S~ac' (3.21) 

In view of Eqs. (3.21) and (3.15) we get from (3.2) 

(3.22) 

Making use of this equation in (3.18) and (3.19), it is 
a straightforward matter to obtain Eq. (3.20). 

In conclusion it may be stressed that our formalism 
for characterization of gravitational null fields may 
be extended to any physical situation provided 
assumptions (A) and (B) remain satisfied. 
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Classical Poisson bracket realizations of semisimple Lie algebras are considered. An. att~mpt is o:ade 
to determine the minimum number of canonical degrees offreedom needed to find.a realizatIOn of a glVen 
Lie algebra. Under the restriction to the symmetric tracel~ tensor repr~tatlons o~ t~e orthogonal 
groups, and the symmetric tensor representations of th.e u!llmodular um~ry groups, It IS shown that 
with n pairs of canonical variables one can find realizatIons of the Lie algebras of O(n + 2) and 
SU(n + I), but no higher groups. 

INTRODUCTION AND SUMMARY 

DECENT work on the group theoretical prop­
l'... erties of classical dynamical systems has revealed 
some new and very interesting properties shared by 
large classes of systems. l It has long been known t?at 
the two most familiar systems in classical dynanucs, 
the three-dimensional Kepler system and the three­
dimensional isotropic harmonic oscillator, possess 
invariances under groups larger than the kinematical 
three-dimensional rotation group, these groups being, 
respectively, 0 4 , the real orthogonal gro~p in fo~r . 
dimensions, and SUa, the group of umtary, um­
modular 3 X 3 matrices. The papers of Ref. 1 have 
demonstrate<,i, however, that invariance under 0 4 

and SU obtains for all classical Hamiltonians 
involvin; a centrally symmetric potential. Thus to a 
limited extent, and in the context of classical mechan­
ics, the special status of the Keplerian and oscillator 
systems as the only ones possessing higher symmetry 
has been destroyed. . 

In a generalization of the above results, and usmg 
somewhat different methods, the present author has 
shown that, in fact, all classical Hamiltonians 
involving three degrees of freedom automatically 
possess invariance under both a~ 0 4 and an SUs 
algebra, independent of the functi~nal form of the 
Hamiltonian.2 This result makes It clear that the 
possible symmetries of a classical Hamiltonian 
system are determined largely by the number of 
degrees of freedom of the system. Of course, it should 
be understood that the statement that a system with 
three degrees of freedom possesses SUs and 0 4 

invariances is, in general, only a statement about 

• On leave of absence from Tata Institute for Fundamental 
Research, Bombay, India. . 

1 D M Fradkin Progr. Theoret. Phys. (Kyoto) (to be publtshed); 
H. B~cry: H. Ru;gg, and J. M. Souriau, Commun. Math. Phys. 
3, 323 (1966). . 

I N. Mukunda, Phys. Rev. 155, 1383 (1967). 

local properties. It implies only the existence of 
a set of constants of motion, which may not be real 
over all of phase space, but whose Poisson bracket 
algebra coincides with the Lie algebra of SUa or 0 4 , 

In particular, it may not be always pos~ible to genera:e 
finite canonical transformations leavmg the Hanul­
toni an invariant and furnishing a realization of the 
group SUa or 0 4 as a whole. 

In the present paper we examine in a preliminary 
way the connection between the number of degrees of 
freedom of a classical system, and the Lie algebras for 
which it may be possible to obtain realizations in 
terms of functions on the phase space of the system. 
We restrict attention to the classical semisimple 
compact Lie algebras.3 In Sec. I, to show roug~y 
how the arguments might go in general, we explam 
why a system with three degrees of freedo~ cannot 
possess invariance under the algebras of either the 
group 0 5 or the group Gz (these are, together with 0 4 

and SUs, the only four compact semisimple Lie 
algebras of rank two). Section II deals with realizations 
of the algebras of the orthogonal rotation groups. 
Under restriction to the symmetric traceless tensor 
type representations, we prove th.at ~ith n degre~s 
of freedom we can obtain a realization of the Lle 
algebra of the group O(n + 2), but no higher orthog­
onal group. In Sec. III, under restriction to the 
symmetric tensor type representations~ we sho,w t?at 
with n degrees of freedom we can obtaIn a realization 
of the Lie algebra of the unitary unimodular group 
SU(n + 1) but no higher unitary group. 

The analysis of more general realizations of the 
orthogonal and unitary groups, and realizations of 
the unitary symplectic groups, will be left to a later 
publication. 

• For a very useful review of the propert!es ~f these Lie algebras, 
see, for instance, R. E. Behrends, J. Dreltleln. C. Fronsdal, and 
B. W. Lee, Rev. Mod. Phys. 34, 1 (1962). 
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I. NON-INV ARlANCE OF A SYSTEM WITH 
THREE DEGREES OF FREEDOM UNDER 

GROUP 05 OR G2 

We recall here the main steps of the proof that all 
systems with three degrees of freedom possess SUa 
and 0, symmetry.2 Given a Hamiltonian H(qi,Pi) as 
a function of three q's and three p's, it is always 
possible to choose additional functions n, QI' Q2' 
PI' P2 such that the following Poisson bracket 
relations hold': 

In other words, any H can be chosen as the first 
coordinate of a canonical set of variables, and then 
supplemented by additional variables to make up the 
whole set. (Of course, nand Qi' Pi will not be 
unique.) Any function of qi' Pi can (at least locally) 
be expressed as a function of H, n, Qi' Pi; and 
further any time-independent constant of motion is a 
function of H, Qi' Pi alone. It has been shown in 
Ref. 2 that one can find functions of H, Qi' Pi whose 
Poisson bracket algebra coincides with the Lie 
algebra of 0, or SUa. Since both of these algebras are 
semisimple Lie algebras of rank two, one might 
wonder whether one can find functions of H, Qi' Pi 
yielding realizations of the other two semisimple rank 
two Lie algebras, namely, 0 5 and G2 • If this were 
possible, then every system with three degrees of 
freedom would exhibit invariance under 0 5 and/or 
G2 , in addition to 0, and SUa. However, we show­
that this cannot be done. 

Case of 0 5 : The Lie algebra of 0 5 (ten elements) 
is made up of an 0, algebra (six elements) and four 
more elements transforming as a four-vector with 
respect to the 0, algebra. The Lie bracket relations of 
the 0, algebra may be written 

{Mi' M j} = EijkMk; {Ni , N i } = EiikNk · 

{Mi' Ni } = 0; ijk = 1,2,3. 
(2) 

Let us denote the remaining generators of 0 5 by 
BI" I-' = 1,2,3,4. BI' has nonzero brackets with both 
Mi and N;, transforming as a spin I tensor under 
each 0(3) algebra. Now suppose we have a realization 
of the 0 5 algebra via functions of H, Qi' Pi' alone. 

4 See, for instance, L. P. Eisenhart, Continuous Groups of Trans­
formations (Dover Publications, Inc., New York, 1963), Chap. VI, 
pp. 281-291. 

(Note that for all practical purposes, H can be treated 
as a pure number.) Out of the elements of the 0, 
algebra, we construct the functions 

'lfJ1 = Ma, CPI = tan-I (MI/M,J; 

'lfJ2 = Na, CP2 = tan-I (N1/N,J. 
(3) 

One can check that they obey the Poisson bracket 
relations 

{'lfJi' 'lfJj} = {CPi' CPi} = 0; {'lfJi' CPi} = ~ii' (4) 

Therefore the 'lfJi and CPi are four independent functions 
of Qi' Pi' and in fact form a canonical set. Locally, 
Qi' Pi can be expressed as functions of 'lfJi' CPi' Any 
function of Qi' Pi having zero Poisson bracket with 
'lfJi' CPi must also have zero bracket with Qi' Pi' and 
is therefore a pure number (or a function of H alone). 
In particular this is true for the two variables 

M2 = M~ + M~ + M~, N 2 = N~ + N~ + N: .... 

(5) 

But this in turn implies that M2 and N2 have zero 
bracket with the generators BI" which is impossible 
since the latter transform in a nontrivial way under 
the 0(3) transformations generated by Mi and Ni • 

[Alternatively, one may note that all the irreducible 
representations of the 0 5 algebra by finite-dimensional 
Hermitian matrices (with commutator brackets for 
Lie brackets) are reducible into a sum of at least two 
irreducible matrix representations of the 0, algebra, 
so that in these representations the operators M2 and 
N2 can never be constant multiples of the identity.]5 
Therefore, it is not possible to construct a Poisson 
bracket realization of the 0 5 algebra using functions 
of just two pairs of canonical variables. 

Case of G2: The l4-parameter Lie algebra of G2 

also contains the 0, == 0(3) x 0(3) algebra, and 
eight other elements that transform as a combined 
tensor of rank ! with respect to the first 0(3), and 
rank I with respect to the second 0(3) in 0,. The 
arguments in this case are exactly parallel to the case 
of 0 5 , and show the impossibility of a Poisson 
bracket realization of G2 with just two degrees of 
freedom. 

At this point the following conjecture may be made. 
It is known that there cannot be more than n inde­
pendent functions of n q's and n p's such that the 
Poisson bracket between any pair of these functions 

5 ~or every valu~ of n, a finite dimensional unitary irreducible 
matrIX representation of the group O(2n + 1) contains at least 
two irreducible representations of the subgroup O(2n), O{2n) being 
embedded in O{2n + 1) in the usual canonical way. For details, 
see I. M. Gel'fand and M. L. Tseitlin, Dok!. Akad. Nauk. SSR 
71, 825, 1017 (1950). 
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vanishes.6 At most one can find sets of n such functions. 
This suggests that if the rank of a semisimple Lie 
algebra exceeds n, one cannot find a realization of it 
using functions of n q's and n p's only. A weakened 
form of this conjecture is verified for the unitary and 
real orthogonal groups in the next two sections. 

II. ALGEBRAS OF ORTHOGONAL ROTATION 
GROUP FOR SYSTEMS WITH n DEGREES 

OF FREEDOM 

The real orthogonal group in (n + 2) dimensions, 
O(n + 2), has l(n + l)(n + 2) generators and is of 
rank !(n + 2) or t(n + 1) according as n is even or 
odd. The generators form the components of a real 
antisymmetric second-rank tensor J,.., ft, v = 1, 
2, ... , n + 2. The Lie bracket relations are 

{J,.., JAa} = b,.;./.a - b.AJ,.a + b,.aJA. - b.aIA,.. (6) 

It is convenient to separate the J,.. into the generators, 
Jrs ' r, S = 1 ... n, of the subgroup O(n), and the 
rest: 

Jr.n+1 = Ar; Jr.n+2 = Br; I n+1.n+2 = S. 
The bracket relations (6) take the form 

{Jr., Jtu} = brJ8u - b.Jru + bruJt• - b8uJtr ; 
{Jrs> At} = brtA8 - b8tAr; {A,., A8} = Jr.; 
{Jr.' Bt} = brtB. - b8tBr; {Ar' B.} = br.S; 
{Jrs> S} = 0 ; {A,., S} = -Br; 

{B,., B.} = Jr.; 
{Br,S} = Ar · 

(7) 

(8) 

A solution for these generators in terms of n q's and 
n p's may be constructed as follows: 

Jrs = qrP8 - q.Pr 
Ar = (m2 - p2)!qr 
~=~-~~~ ~ 
S = (1X2 - J2)! (m2 - p2)!/m 

p2 = PrPr; J2 = tJr.Jr8 + ArAr = m2q2 - (qrPr)2. 

Here, m and IX are any two real numbers. These 
expressions may be verified to obey the bracket 
relations, Eq. (8). This solution is obtained as follows: 
We start with the expressions for the generators of the 
inhomogeneous Lorentz group in three space and one 
time dimension, given in terms of three q's and three 
p'S.7 These expressions can be modified and extended 
to (n + 1) dimensions to yield generators for the 
Euclidean group in (n + 1) dimensions, E(n + 1), in 
terms of n q's and n p's. The E(n + 1) generators 
consist of the O(n + I) generators, (Jr. and Ar ), 

together with (n + 1) generators (analogous to Br 
and S) that have zero bracket with one another and 
transform as a vector under O(n + I). Denoting 
the Casimir invariant of O(n + 1) by J2, we multiply 

6 L. P. Eisenhart, Ref. 4, p. 283. 
7 See, for instance, L. L. Foldy, Phys. Rev. 102, 568 (1956). 

all the components of this (n + 1) vector by a common 
function of J2, to get a new vector under O(n + 1), 
namely Br and S. We determine this function by 
requiring that the Poisson brackets of Br and S with 
themselves give back Jr., Ar according to Eq. (8). 

The question now is the following: Given the 
generators J,.. of O(n + 2), obeying the Poisson 
bracket relations (6), can one define n variables qi 
and n variables Pi as functions of J,.., such that the 
Poisson bracket relations of the J,.. imply that the qi 
and Pi are canonical variables? We can show that this 
is possible, provided that the given realization of J,.. 
belongs to the symmetric traceless tensor type repre­
sentations of O(n + 2). This means that the following 
identity among the J,.. holds8 : 

J,..JAa + J,.AJa• + J,.aJ.A = O. (10) 
[The solution given in Eq. (9) obeys Eq. (10).] In this 
case, define 

qr = (B2 + S2)!(Ar/S); Pr = Br/(B2 + S2)!, 

B2 = BrBr . 

Using Eq. (8) above, one finds 
(B2 + S2) 

{qr,q.} = S3 

(11) 

x [Jr.J n+l,n+2 + J r,n+1J n+2,. + Jr,n+2J .,n+1] , 
n+l Ja,n+2 

{Pr' P8} = a~l (B2 + S2)2 (12) 

x [Jr8Ja,n+2 + JraJ n+2,s + Jr,n+2Jsa], 

{ } _ b ArBt 
q,.,P. - r.+S2(B2+S2) 

X [Jt.J n+l,n+2 + Jt,n+1J n+2,. + Jt,n+2J .,n+1]· 
If we now use (10), we see that qr' P8 form a canonical 
set. 

This demonstration also proves that, subject to the 
restriction to symmetric traceless tensor repre­
sentations, we cannot have realizations of orthogonal 
groups larger than O(n + 2) by means of functions 
of n q's and p's only. This can be seen in the following 
way. Notice that the functional forms of qr and Pr in 
terms of J,.., as given in Eq. (II) ensure that those 
functions of J,.. always make sense and cannot be 
identically zero or infinite (hence meaningless) 
everywhere, as long as the J,.. are real. Therefore, if we 
had a realization of the generators of O(N), say, in 
terms of n pairs of canonical variables, we could 
recover from these generators exactly N - 2 pairs 
of canonical variables by means of Eq. (11); the 

8 The simplest solution for J,.. using (n + 2) coordinates and 
momenta,J,.. = q,.P. - q.p,., obeys this identity. On the other hand, 
this solution of J.,. gives rise to the spherical harmonic type repre­
sentations of O(n + 2), which is just the set of all traceless symmetric 
tensor representations of O(n + 2). 
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point is that, in spite of special identities that may 
happen to hold among the Jp.v in the particular 
realization these N - 2 pairs of canonical variables 
cannot fail to exist. It follows that N - 2 ~ n, or 
N ~ n + 2. By a similar argument, one can see that 
any two such realizations of O(n + 2) in terms of 
n pairs of canonical variables can be transformed 
into one another by a suitable canonical trans­
formation. 

ill. ALGEBRAS FOR n DEGREES OF FREEDOM 
RESTRICTED TO SYMMETRIC TENSOR 

REPRESENTATIONS 

The unitary unimodular group in (n + 1) dimen­
sions. SU(n + 1). has n(n + 2) generators and is of 
rank n.lts generators may be written B~, and obey 

(B~)* = B~; B: = 0; 

-i{B~, B~} = c51B: - t5:B1; (13) 
IXP = 1, ... , n + 1. 

It is convenient to split B~ into the generators. A~ , of 
the SU(n) subgroup. and the rest 

B:t~ = B; Bf+l = Bi; B~+l = Bt; 
BI - Ai - (l(Bln)' ;] .... - 1 ... n i - ii' ." -, ,. 

In terms of these, we have 

_;{Ai AI} - £;,,11 £IA i • 
• i' k - U~i - Vi k' 

-i{AI, Bk} = t5iBi - t5;(Bk!n); 

(14) 

-i{Af, Bk} = -c5~Bi + c5/(Bkjn); {AI, B} = 0; 

-i{B;, B} = B,; -i{B;, B} = -B'; 

-i{Bi' Bk} = A~ - [en + l)jn]t5~B; 
{Bi' Bi} = {Bi, Bi} = O. (15) 

A simple (harmonic oscillator type) solution in terms 
of n q's and n p's is obtained as follows: Instead of 
qi' Pi we use the variables 

a j = (Pj - iqj)j.j2, a; = (p, + iqj)j.j2. (16) 

The canonical Poisson bracket rules are 

{aj' ak} = {aj. a:} = 0; 

{a p a:} = -ib~. 
The solution is then 

AI = a:ai - (Njn)c5/; 
B - (IX - N)!a' Bt - (N - N)!~*' i - i' - VI. \Ai' 

B = [n/(n + 1)]1X - N; 

" 
N = ~ajaj' 

1 

Here IX is any real positive number. 

(17) 

(18) 

Once again it is possible to reverse the procedure 

and, given generators B~ of SU(n + 1), to define 
variables Po q. which are canonical, provided the B~ 
obey identities characteristic of the symmetric tensor 
representations. In this case, the identities may be 
written in the following way: Let Cs = B~B; be the 
quadratic Casimir invariant of SU(n + 1); define a 
variable 0

1 
by 

Cs = n(n + 1)0:. (19) 

Then the relevant identities ares 

B~B! - B!B~ = O~( c5!c5! - t5~t5!) 
+ Ol(B!t5! + B!t5! - B~t5! - B!c5~. (20) 

The at and af can be defined by 

at = Bi/(B + (1)!' aj = B',(B + (1)! (21) 

as functions of the SU(n + 1) generators. Using (15) 
alone, we find 

{a i • aj} = {ai, aj} = 0; 

{ai' aj} = [-i/(B + Ol)IJ{BiBi - (B + 0l)A{ (22) 

+ [en + 1)/n]B(B + Ol)bn. 

The identity (20), for the case IX = i ~ n, A. = j ~ n, 
P = ft = n + 1, gives 

BiBi = (B + 0l){A{ + t5nOl - (B/n)]). (23) 

Using this in (22) reduces the right-hand side of the 
last Poisson bracket to - it5~ . 

Thus from the algebra of the symmetric tensor 
representations of SU(n + 1) we can recover 2n 
canonical variables. At the same time, this proves 
that as far as such representations are concerned, 
one cannot go beyond the SU(n + 1) algebra using 
2n canonical variables. The arguments are similar to 
those given at the end of the previous section; they 
hinge on the fact that the functions of the generators B: appearing on the right-hand sides of Eq. (21) will 
always make sense, since neither Bi nor B + 0 1 can 
be identically zero in a nontrivial realization of 
SU(n + 1). Finally we see in the same way as before 
that any two such realizations of SU(n + 1) using n 
pairs of canonical variables are canonically equivalent. 
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I The simplest solution for BC using (n + I) coordinates and 
momenta, BC = a,alZ - [bg/{n + l)]afa1' obeys this identity. On 
the other hand, this solution for B9 gives rise to all the states of 
the isotropic (n + I)-dimensional harmonic oscillator, which is just 
the set of all symmetric tensor representations of SU(n + 1). 
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Properties of a Harmonic Crystal in a Stationary 
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The stationary nonequilibriurn Gibbsian ensemble representing a harmonic crystal in contact with 
several idealized heat reservoirs at different temperatures is shown to have a Gaussian r space distri­
bution for the case where the stochastic interaction between the system and heat reservoirs may be 
represented by Fokker-Planck-type operators. The covariance matrix of this Gaussian is found explIcitly 
for a linear chain with nearest-neighbor forces in contact at its ends with heat reservoirs at temperatures 
T, and TN, N being the number of oscillators. We also find explicitly the covariance matrix, but not the 
distribution, for the case where the interaction between the system and the reservoirs is represented by 
very "hard" collisions. This matrix differs from that for the previous case only by a trivial factor. The heat 
flux in the stationary state is found, as expected, to be proportional to the temperature difference (T, - TN) 
rather than to the temperature gradient (T, - TN )/ N. The kinetic temperature of the jth oscillator T(j) 
behaves, however, in an unexpected fashion. T(j) is essentially constant in the interior of the chain 
decreasing exponentially in the direction of the hotter reservoir rising only at U1e end oscillator, in contact 
with that reservoir (with corresponding behavior at the other end of the chain). No explanation is offered 
for this paradoxical result. 

1. INTRODUCTION 

I N a series of papersl - 3 Lebowitz and Bergmann 
developed a general formalism for describing the 

time evolution of a Gibbs ensemble representing a 
system in contact with one or more idealized heat 
reservoirs (temperature baths). They imagine the 
reservoirs made up of an infinite number of identical 
noninteracting components each ~f which interacts 
with the system at most once. This. interaction is' 
impulsive and it is assumed that prior to this inter­
action the components of each r~servoir have an 
equilibrium distribution with some specified tem­
perature T,. , where ex = 1, ... ,n, specifies the 
different reservoirs. Under these conditions the r 
space ensemble density of the system I-'(x, t) satisfies 
the generalized Liouville equation 

al-'~' t) + (1-', H) = i f[K,.(X, x')I-'(x', t) 
vt ,.=1 

- K,.(x', X)I-'(X, t)] dx'. (1.1) 

Here x = (ql"", lIN, PI"'" PN) is a point in the 
phase space of the system, H(x) is the Hamiltonian 
of the system, <1-', H) is the Poisson bracket between 
I-' and H, and the right side of (1.1) represents the 
effect of collisions with reservoir components on the 

• Based in part on a Ph.D thesis submitted by Z. Rieder to 
Yeshiva University. 

t Present address: Physics Department, Northeastern University, 
Boston, Massachusetts. 

1 P. O. Bergmann and J. L. Lebowitz, Phys. Rev. 99, 578 (1955); 
J. L. Lebowitz and P. O. Bergmann, Ann. Phys. (N.Y.) 1, 1 (1957). 

I J. L. Lebowitz, Phys. Rev. 114, 1192 (1959). 
a J. L. Lebowitz, Rend. Scu10la Intern. Fis. XIV Corso Bologna, 

Italy (1961). 

evolution of 1-'. K(x, x') dx dt is the conditional 
probability that when the system is at the point x' in 
its r space it will suffer a collision in the time interval 
dt as a result of which it will jump to the region 
(x, x + dx). 

Under very general conditions I-'(x, t) approaches, 
as t -+ 00, a stationary distribution I-'.(x). This station­
ary distribution will correspond to the system being 
in equilibrium if the temperature of all the reservoirs 
is the same; otherwise I-'.(x) will represent a stationary 
nonequilibrium state in which there are heat currents 
flowing through the system. (More general non­
equilibrium situations may also be represented in 
this manner.I.4) It is to be expected for a physical 
system of macroscopic size, whose interaction with 
the heat reservoirs is confined to specified "surface 
regions," that its bulk properties in the stationary 
state will depend only on the temperature of the 
reservoirs and not on the details of the interaction 
(this, of course, is expected to be true when the reser­
voirs all have the same temperature); e.g., the proper­
ties of a "long" metal bar should not depend on 
whether its ends are in contact with water or with 
wine "heat reservoirs" at temperature Tl and T,. 
(We are assuming here "good" heat contact between 

reservoirs and system so that regions of the system 
in direct contact with a given reservoir are essentially 
at the "temperature" of that reservoir.) This belief 
justifies the idealization of the reservoirs already made 
in deriving (1.1) and the further drastic simplification 
made below, and thus, we expect, for realistic systems, 

'J. L. Lebowitz and A. Shimony, Phys. Rev. 118, 1945 (1962); 
E. P. Gross and J. L. Lebowitz, ibid. 104, 1528 (1956). 
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that the stationary state found from our model will 
correctly represent, in the Gibbs ensemble sense, 
such a physical system in a steady nonequilibrium 
state. 

To obtain an explicit simple form for the right side 
of (1.1) we imagine the system to contain at its 
surface n pistons of mass M". The IXth reservoir will 
consist of point particles of mass m" at uniform 
densities p" always having a Maxwellian velocity 
distribution at temperature T" prior to a collision with 
the IXth piston. During such an elastic collision there 
will be an exchange of momentum in some specified 
direction. Under these conditions the kernel Kix, x') 
may be specified explicitly [cf. Eq. (2.3), Ref. 2]. Still 
further simplification is achieved when m,,« M" so 
that the piston velocity is changed very little during 
a collision. The effect of the collisions with the reser­
voirs on the time evolution of /-leX, t) may then be 
represented by a Fokker-Planck-type term,2.5 and 
(1.1) assumes the form 

Here (Q", P,,) are the coordinates and momentum of 
the IXth piston (the pistons being part of the system) 
and A" is the "friction constant" of the IXth piston 
given by [Eq. (3.3), Ref. 2] 

A" = p"Arr.CSm"kTa./1TM!'l, (1.3) 

where Aa. is the collision cross section (or area) of the 
IXth piston. It is easy to show2 that /-leX, t) satisfying 
(1.2) will in general approach, as t ---+ 00, a stationary 
value /-l.(x). 

Up to now we have not specified the nature of our 
system which determines H(x). We now consider the 
case where our system is a harmonic crystal and the 
pistons are just some of the particles of the system. 
(Their location need not be specified at the moment.) 
It is then shown in Sec. 2 that the stationary solution 
of (1.2), which /-lex, t) will approach as t ---+ 00, is a 
Gaussian in the coordinates and momenta of the 
system (corresponding to the canonical distribution 
when the temperatures of all the reservoirs are equal; 
Ta. = T). The explicit form of the stationary distribu­
tion, i.e., the covariance matrix of the Gaussian, is 
found in Sec. 3 for the special case of a one­
dimensional crystal of N particles with nearest­
neighbor interactions in which the first particle is in 
contact with a reservoir at temperature Tl and the 

61. L. Lebowitz and P. Resibois, Phys. Rev. 139, AllOI (1965). 

last with a reservoir at temperature TN and Al = AN' 
The general form of the distribution for this system, 
including its time dependence, has also been discussed 
independently by Bils.6 Since we are interested in 
this system solely as a model, we do not worry about the 
drastic simplifications made in the right side of (1.1) 
to arrive at (1.2) or the further one, Al = AN' required 
to obtain an explicit stationary nonequilibrium 
ensemble in r space. What is unfortunate, however, 
is that the harmonic crystal is not a realistic physical 
system. As is well known,7 the harmonic crystal has 
an "infinite" heat conductivity; i.e., the heat flux is 
not proportional to the temperature gradient when 
one considers the relaxation of this system from some 
initial nonequilibrium state. This is reflected in the 
true stationary state considered here by the fact that 
the heat flux is proportional (when N» 1, or strictly 
speaking in the limit N ---+ (0), to the temperature 
difference between the ends of the system, (Tl - TN), 
rather than to the temperature gradient (Tl - TN)/N, 
which would be the case if there was any anharmonic 
coupling. This is also reflected in the form of T(j), 
the kinetic temperature of the jth harmonic oscillator 
which is uniform throughout the linear chain, being 
equal to l(TI + TN)' except near the edges where it 
varies exponentially in a backward way; i.e., with 
Tl > TN, T(j) will decrease from its mean value as 
j ---+ 1 jumping to a higher value, close to T1 , for 
j = 1. Also the heat flux, J(A), will vary with A, the 
strength of the coupling to the reservoirs, in an 
unphysical way, reaching a maximum at A = l.J3 w, 
(where mw2 is the force constant between the oscil­
lators), and vanishing as W 2/A for A ---+ 00. This may 
perhaps be understood as a mismatching between the 
frequencies of the reservoirs and the oscillators. We 
have no explanation for the abnormal behavior of T(j). 

An alternate idealization of the stochastic inter­
action between the reservoirs and the system is to 
imagine that after each collision with a component 
of the IXth reservoir the momentum Pa. will have a 
Maxwellian distribution at the temperature T", 

h,,(P) = (M~T,,/21T)1 exp [-P2/2M~T,,]. (1.4) 

This is an opposite extreme of the small momentum 
transfer considered before and corresponds to the 
pistons and reservoir components having the same 
mass.1.2 We simplify this further by assuming that 

• O. Bils, "On the Non-Stationary Equilibrium of a Finite Chain 
of Coupled Oscillators" (to be published). 

7 G. Klein and 1. Prigogine. Physica 19, 1053 (1953); P. C. 
Hemmer, Kg!. Norske Videnskab. Selskab Fork. 33, 101 (1960); 
E. 1. Takizawa and K. Kobayasi, Chinese J.Phys. 1, 59 (1963); 
E. Teramoto, Progr. Theoret. Phys. (Kyoto) 28, 1059 (1962); 
R. Rubin, Phys. Rev. 131, 964 (1963). 
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the probability of a collision with a reservoir com­
ponent in a time interval dt is given by A: dt, inde­
pendent of the state of the system. These assumptions 
lead to a modified Krook type of collision kernel4 and 
Eq. (1.2) assumes the form 

op(x, t) ( H) 
-o-t-+ p, 

= ~ A~{h,,(P,,) f p(x, t) dP" - p(x, t)}. (1.5) 

While the stationary solution of (1.5) for a harmonic 
crystal is no longer a Gaussian the stationary covari­
ance matrix of the linear chain and hence the kinetic 
temperature and heat flux, is of the same form as 
before. The only change is that the system acts as if 
the temperature difference (T1 - TN) was reduced 
by the factor [1 + (w2/A2)9'1]' where 9'1 depends on w 
and A. These assertions about the covariance matrix 
are proved in Sec. 3. 

2. STATIONARY STATE OF A 
~ONlC CRYSTAL 

The Hamiltonian of a harmonic crystal containing 
.N' particles, each being s dimensional, may be written 
in the general forms 

2N N 

H = t 1 x: + t 1 <l>i;XiX;; N = s.N'. (2.1) 
i=N i,;=1 

Here the Xi' i = 1, ... , N, are the Cartesian coordi­
nates of the particles, (relative to their equilibrium 
positions), while x;, j = i + N, is the momentum 
conjugate to Xi (we have set the mass of the particles 
equal to unity). The generalized Liouville equation 
(1.2) now has the form 

op(x, t) = ! ~ (~ift) + t! ~ (di;ft), (2.2) at ;=1 OX; i,i=1 Oxilx; 

where 
2N 

~i = la;;x; 
;=1 

(2.3) 

and aij and d;; are elements of 2N by 2N matrices a 
and d which we write in the partitioned form 

a = (: ~I), d = (: :). (2.4) 

Here 0 and I are the null and unit N by N matrices, 
<l>ij is defined in (2.1), :Rij = A"b,,;b;; [A" given in (1.3) 
with M" = 1] and E;; = 2kTi :Ri ;. The general time-

8 cr., for example, A. A. Maradudin, E. W. Montroll, and 
G. H. Weiss, Theory of Lattice Dynamics in the Harmonic Approxi­
mation (Academic Press Inc., New York, 1963); E. W. Montroll, 
Third Berkeley Symp. Math. Stat. and Prob. 3, 209 (1957). 

dependent solution of (2.2) may be found' by diag­
onalizing the right side of (2.2) as was done by Wang 
and Uhlenbeck9 for fluctuations in electrical circuits. 
(Wang and Uhlenbeck consider only the case corre­
sponding to all the T" being the same.) It is clear, 
however, from an inspection of (2.2) that its stationary 
solution P. [corresponding to setting Oft/at = 0 in 
(2.2)], which is all that is of interest to us in this 
problem, has the general form 

ft.(x) = (27T)-N Det [b-!] exp [ -t
i
,%1 bij1XiX;]. (2.5) 

The matrix b is the positive definite covariance matrix, 
and is related to expectation values in the stationary 
state by 

and we have 

b;; = (XiX;) = f Ps(x)xix; dx (2.6) 

Ai = (Xi) = f ft.(x)xi dx = O. (2.7) 

Substituting (2.5) into (2.2) and equating terms yields 
the basic, necessary, and sufficient equation 

a • b + b • at = d, (2.8) 

where at is the transpose of a. Once b is known all 
the properties of the stationary state, e.g., heat flux, 
local kinetic temperature, etc., are readily available. 
[It is clear that when all the T" = T then € =2kT3t 
and fts(x)""", e-PH(::c" (3 = (kT)-1; i.e, the stationary 
state is the equilibrium state at temperature T.] 

The uniqueness of the stationary solution fts(x) for 
the case where the coupling with the reservoirs does 
not vanish and the phase space of the crystal is not 
divided into different isolated parts (i.e., the repre­
sentative phase point of the system can move between 
any two regions via a combination of its natural 
motion and collision with the reservoirs) follows from 
the general results of Ref. 1, explicitly verifiable here, 
that an arbitrary initial distribution will approach a 
unique fts(x) as t ---+ 00. For the harmonic crystal in 
which there are no "torn bonds" isolating some parts 
this condition of ergodicity is clearly satisfied. The 
uniqueness of ft. for the linear chain is shown 
explicitly in the next section. 

Equations (2.7) and (2.8) are consequences of the 
general equations satisfied by the time-dependent 
expectation values Ai(t) and bij(t) defined with 
Ps(x) ---+ ft(x, t) in (2.6)-(2.7). We then have from (1.2) 

(d/dt)A(t) = -a· A(t) (2.9) 

9 M. C. Wang and G. E. Uhlenbeck, Rev. Mod. Phys. 17,323 
(1945). 
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and 
(d/dt)b(t) = d - a· bet) - b(t). at. (2.10) 

For the case where ",(x, t) satisfies Eq. (1.5) the expec­
tation values of the coordinates and momenta A'(t) 
again satisfy (2.9) (with All replaced by A~ while the 
covariance matrix b'(t) now satisfies the equation 

(dfdt)b'(t) = ld - a· b'(t) - b'(t)· at + r· b'(t). r 
(2.11) 

with 

r = (~ :.). (2.12) 

In the stationary state A' and A again vanish while 
b' or b satisfy (2.11) or (2.10) with the left sides set 
equal to zero. 

3. EXPUCIT SOLUTION FOR A LINEAR 
CHAIN 

We consider now a one-dimensional harmonic 
crystal (chain of pistons) with nearest-neighbor 
interactions, whose ends are rigidly fixed. 8 The inter­
action with the reservoirs takes place at the first and 
last piston, IX = 1, N and we set 

Al = AN = A, Tl = T(I + 'Y}), 

TN = T(I - 'Y}); I'Y}I ~ 1. 
(3.1) 

The N by N matrices fIJ, :It, and £ now have the form 

fIJ = w 2G; Gi ; = 2t5i ; - t5i+l,; - t5i,Hl 

(for,j = I through N - 1), (3.2) 

{ 

0, j < N - 1, 

GN;=GJN= -1, ~=N-I, 

2, j= N, 

:It = AR; Ri ; = t5i ;(t5i1 + t5iN), (3.3) 

£ = 2kTA.(R + 'Y}E); Eii = t5i ;(t5i1 - t5iN). (3.4) 

We now write the 2N by 2N covariance matrix b in 
the partitioned form 

b = (X z). (3.5) 
zt Y 

The N by N matrices X, y, and z give, respectively, the 
correlations in the stationary state, among the co­
ordinates, momenta and between the coordinates and 
momenta 

Xi; = (qiq;), Yii = (PiP;), Zii = (qiP;), (3.6) 

To obtain the deviation of these correlations from 
their equilibrium values at uniform temperature T, 

corresponding to 'Y} = 0, we write 

X = (kTjw2)[G-l + 'Y}X), (3.7) 

y = kT[I + 'Y}Y), (3.8) 

Z = A-1kT'Y}Z. (3.9) 

Using now (2.8) we find the following equations for 
X,Y,Z: 

Z = -zt, 

Y=XG+ZR, 

(3.10) 

(3.11) 

2E - YR - RY = ,,[GZ - ZG). (3.12) 

In addition, X and Yare required to be symmetric 

X = Xt, Y = yt, (3.13) 

while b is required to be positive definite. The quantity 
" in (3.12) is " = w2/A2

, and is the only dimensionless 
parameter to remain in the problem. 

To obtain an explicit solution of (3.10)-(3.13) we 
first note that the left side of (3.12), 2E - YR - RY, 
is a bordered matrix (it has nonvanishing elements 
only in the first and last rows and columns). Hence 
GZ - ZG must also be bordered. Using the explicit 
form of G, (3.2), together with the antisymmetry 
requirement (3.10), it is easy to show that Z is 
necessarily a skew-symmetric Toeplitz matrix when 
GZ - ZG is a bordered matrix, and Z may therefore 
be written in the form 

Z= 

(3.14) 

The quantities f{Jl," . , f{J N are simply related to 
the entries in the bordered matrix in the left side of 
(3.12) and turn out to be 

"f{J; = 15;1 - Yl; = 15;1 + YN.N- H1 , (3.15) 

where f{JN == 0 by definition. Equation (3.15) implies 
certain obvious restrictions on Y in order that (3.12) 
has a solution. 

Next, Eq. (3.11), together with the fact that Y is 
symmetric implies that 

XG - GX = -(RZ + ZR). (3.16) 

Once again, the right side of (3.16) is a bordered 
matrix, which is known in terms of the qis. Unlike Z, 
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however, X is required to be symmetric and we find 
that one solution is a Hankel matrix: 

X= 

(3.17) 

The solution to (3.16) is, however, not unique. 
We could add to (3.17) any symmetric matrix that 
commutes with G. Because all the eigenvalues of G 
are nondegenerate, such a matrix must be of the form 
X = P(G), where P is any polynomial. Nevertheless, 
X is required to vanish as a consequence of our last 
condition, (3.11). 

Substitution of (3.14) and (3.17) into the right side 
of (3.11) gives an expression for Y in terms of the q/s. 
This, when combined with (3.15) yields an equation 
for the cp's, namely, 

N-l 

To find cp we use Cramer's rule. Consider the general 
M-square version of K and let D M denote its deter­
minant. Then 

cp, = (DN _J-l X (cofactor of Klj in DN - 1). (3.21) 

But, it is easily seen that the cofactor of KIf is simply 
D N- 1- f • The computation of DM is simple. We 
observe that if we consider D M to be a function of the 
parameter x = 1 + tv, then DM(X) = 2xDM_1(X) -
D M-2(X), while Do(x) = 1 and Dl(X) = 2x. This is 
just the recursion relation for U M(X), the Chebyshev 
polynomial of the second kind. Using the fact that 
U M(cosh 0) = sinh (M + l)O/sinh 0, and defining IX 

by 
cosh IX = 1 + tv (3.22) 

we obtain 
CPf = sinh (N - j)lX/sinh NIX. (3.23) 

For large N and fixed j we have the asymptotic 
formula: 

(3.24) 
and 

CPl = e-rt. = 1 + tv - i(4v + v2)l. (3.25) 

For v- 0 or 00 we have 

~ KiiCP f = <5i1 , 
f=1 

(
I - vl , as v-O, 

(3.18) cpb) - (3.26) 
v-I, as v - 00. 

where K is the (N - I)-square matrix 

v + 2 -1 

K= 

-1 v + 2 -1 
.... , ' .... 

-1 ............................ ..... ... .... .... , 
......... , ............::::.1 

..... ... .... 

Finally, we note that b is necessarily positive definite, 
a property that can be proved directly from (2.8) using 
the fact that 4» is positive definite. 

For the case of hard collisions, p,(x, t) satisfying 
(1.5) and b'(t) satisfying (2.11), the corresponding 
matrices X', y', and Z' will also satisfy Eq. (3.10) and ......... .... ...... 

~1 v +'2 -1 (3.11) while (3.12) is now replaced by 

-1 

(3.19) 

The matrix Y is then the Hankel matrix 

Y=E-vX. (3.20) 

It is to be noted that both X and Yare antisym­
metric about the "cross" diagonal [i.e., the (1, N)­
(N, 1) diagonal], a state of affairs that reflects the 
fact that changing the sign of 'YJ corresponds to inter­
changing the reservoirs at the ends of the chain. Were 
we to add a matrix X = P(G) to X, as discussed above, 
then X would acquire a symmetric component about 
the "cross" diagonal. By (3.11) Y, too, would acquire 
such a component. But (3.15) precludes this possibility. 

We conclude then, that the solution to (3.10)-(3.13) 
is given uniquely by (3.14), (3.17), and (3.20), assuming, 
of course that (3.18) has a unique solution. That this 
is so follows from the fact that K is positive definite 
for all 11 ~ o. 

E - Y'R - RY' + RY'R = v[GZ' - ZIG] (3.27) 

with v now given by A'2/W 2. These equations may be 
brought into the same form as (3.10)-(3.12) by the 
replacements 

X' = (1 + Vcpl)-lX, Y' = (1 + VCPl)-IY, 
Z' = (1 + Vcpl)-IZ, (3.28) 

which corresponds simply to the replacement of the 
temperature difference 'YJ by 'YJ*, where 

1] { YJ as v - 0, 
t]* = - (3.29) 

(1 + vcpJ t1] as v - 00. 

4. PROPERTIES OF THE STATIONARY STATE 

Kinetic Temperature 

The kinetic temperature of the jth particle is given 
by 

kT(j, v; N) = (p~) = kT[l + YJ¥/H] = (Xi oH/ox;) 
(4.1) 



                                                                                                                                    

1078 Z. RIEDER, J. L. LEBOWITZ, AND E. LIEB 

T(j) ------------------~/ ,( 

1 2 j ... N-l N 

FIG. 1. Typical behavior of T(j). 

the last equality holding for all i = 1, ... , 2N indi­
cating some kind of equipartition for the stationary 
nonequilibrium state. In the limit of N ~ 00 we have 

and 
T(l, v) = T1 - vqJ1T'YJ, 

T(N, v) = TN + vqJ1T'YJ, 
(4.3) 

with qJl given by (3.25) and Tl = T(1 + 'YJ), TN = 
T(l - 'YJ). The temperature of the linear chain thus 
deviates from its average value T = l(Tl + TN) only 
at its edges where it changes exponentially over a 
length I(v); 

V~O, 

V~oo. 

It is a totally unexpected result of this model that 
the kinetic temperature drops below the average value 
at the second particle and then increases exponentially 
as we move away from the hot reservoir (cf. Fig. I). 

For the case of hard collisions (4.2) is unchanged 
except for the replacement of 'YJ by 'YJ*, while (4.3) now 
has the form 

T'(I, v) = Tl - 2VqJIT'YJ*, 

(4.5) 

Heat Flux 

It is easy to show that the energy flux across a plane 
separating the (i - I)th particle from the ith particle 

is given by7 

ji-l.i = W2(qi_lPi) = W2Z12 == J, i = 2, ... , N - 1. 

The equalities hold in the stationary state where the 
flux is constant throughout the system and coincides 
with the energy flux h = -jN' coming from the 
reservoir at the left and going into the reservoir at the 
right, which is given by2 Ak[Tl - T(l, v)). We then 
have using (3.25) 

J(A, w) = (w 2jA)kTqJl'YJ --+ t(w2 jA)kT[1 + (vj2) 
N-+oo 

- tv(1 + 4jv)!)(Tl - TN) 

= !(w2jA)k(Tl - TN) for A » w 

= tAk(Tl - TN) for ..1« w. (4.6) 

As expected the heat flux for the harmonic crystal 
is proportional to (Tl - TN) rather than to the 
temperature gradient (Tl - TN)jN, i.e., the "heat" 
conductivity7 is proportional to the size of the system. 

The behavior of J(A, w) for fixed w is very peculiar. 
For small A, A « w, J is proportional to A as it should 
be, and is independent of w, the whole chain behaving 
as if it were just one tight piston. As A increases 
J reaches a maximum at A = t.J3 w, Jmax = 
lk(Tl - TN)w, and then decreases, vanishing as 
A-I when A ~ 00; the system now behaves, in the 
stationary state, as if the oscillators at the two ends 
are at the temperatures of the corresponding reservoirs, 
while the remainder are in equilibrium at temperature 
T. This latter behavior is quite unexpected. For a 
physical system (anharmonic coupling) we would 
expect J(A) to reach a limiting value proportional to 
the heat conductivity of the system times the tem­
perature gradient. 

For the case of hard collisions 

{ 

J(A, w), 
J'(A, w) = (1 + VqJl)-lJ(A, w) ~ 

V(A, w), 
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The eigenfuncti<?n expansions assoc~ated .with t~e second-order invariant operator on hyperboloids 
and cones ar~ denved. The global umtary Irreducible representations of the SOof.p, q) groups related 
to hyperbolOlds and cones are obtained. The decomposition of the quasi-regular representations into 
the irreducible ones is given and the connection with the Mautner theorem and nuclear spectral theory 
is discussed. 

1. INTRODUCTION 

I N our two previous works1•2 the most degen­
erate irreducible infinitesimal representations of 

an arbitrary noncompact rotation group S0O<p, q) 
have been derived.3A. These representations have 
been related to the homogeneous spaces SOo(P, q)/ 
SOo(P - 1, q), SOo(P, q)/SOo(P, q - 1), and SOo(p, q)/ 
TP·tq-2 @] SO(p - 1, q - 1) which can be represented 
by the hyperboloids H~, H: and by the cone C~, 
respectively. These homogeneous spaces are of rank 
one under the action of the group. The infinitesimal 
representations have been constructed by means of 
the sets of harmonic functions associated with the 
second-order invariant operators related to the 
above-mentioned manifolds. 

The completeness of these sets of harmonic func­
tions has been proved in the present work by using 
the classical Titchmarsh5-Kodaira6 eigenfunction 

• On leave of absence from Institute Rudjer Boskovic, Zagreb. 
t On leave of absence from Institute of Physics of the Czechoslovak 

Academy of Sciences, Prague. 
: On leave of absence from Institute of Nuclear Research, 

Warsaw. 
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(1966). 
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sphere and the Lorentz-type group SOo(p, I) related to the real 
Lobachevski space (H~ in our notation) are given in the book by 
N. J. Vilenkin: "Special Functions and Theory of Group Repre­
sentation," "Nauka," Moscow (1965) (in Russian). 

4 For example, the representations of some lower-dimensional 
SO(p, q) groups are given in: J. A. C. Alcaras and P. L. Ferreira, 
J. Math. Phys. 6, 578 (1965); V. Bargmann, Ann. Math. 48, 568 
(1947); C. G. Bollini and J. J. Giambiagi, "Unified Representations 
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of Buenos Aires (1965); J. Dixmier, Bull. Soc. Math. France 89, 9 
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and A. N. Moskalev, ibid. 10, 1202 (1960); J. B. Ehrman, Proc. 
Cambridge Phil. Soc. 53, 290 (1956); N. T. Evans, J. Math. Phys. 8, 
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and 30, 121 (1965); A. Kihlherg and S. Strom, Arkiv Fysik 31, 491 
(1966); A. Kihlberg. ibid. 30, 121 (1965); L. H. Thomas, Ann. 
Math. 41, 113 (1941). 

6 E. C. Titchmarsh, Eigenfunction Expansions (Clarendon Press, 
Oxford, England, 1962), Part I. 

• K. Kodaira, Am. J. Math. 71, 921 (1949). 

expansion theory associated with an ordinary second­
order differential equation. 

In Sec. 2 the review of the main results in the form 
convenient for applications is given. The other 
sections are devoted to the proofs. Thus Sec. 3 
contains the proof of the essential self-adjointness of 
the Laplace-Beltrami operator on the linear manifold 
l)(X), which was introduced earlier.2 The proof of the 
completeness of the harmonic functions which were 
constructed in our previous papers1•2 is given in Sec. 4. 
In Sec. 5 we prove'the unitarity and irreducibility of 
the representations of the group SOo(P, q) and consider 
the decomposition of the quasi-regular representations 
into irreducible ones. In Sec. 6 we show an interesting 
connection of our approach to the eigenfunction 
expansion and the general theory of the eigenfunction 
expansion developed by Gel'fand and Kostiuchenko,7 
Maurin,S and Garding.9 Appendix I contains some 
auxiliary computations. In Appendix II we review the 
main results on the representations of the compact 
group SO(P). 

2. REVIEW OF MOST DEGENERATE 
REPRESENTATIONS OF SOo(p, q) GROUPS 

We have considered in our previous papersl.2 three 
homogeneous spaces X of rank one under the action 
of the noncompact rotation group SOo(p, q) [see (2.2)1 
and (4.1)2]. They can be represented by the hyper­
boloids H~ and H~ and the cone C~: 

= { 0 
-1 

for the hyperboloid Hg, P ~ q. 

for the cone cg, (2.1) 

for the hyperboloid H:, p ~ q. 

7 I. M. Gel'fand and A. G. Kostiuchenko, Dokl. Akad. Nauk 
SSSR 103, 349 (1955). 

8 K. Maurin, Bull. Acad. Polon. Sci. 7,471 (1959). 
9 L. Garding, Seminar on Applied Mathematics, Boulder, 

Colorado (1957), pp. \-30. 
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These homogeneous spaces are imbedded in the 
(p + q)-dimensional Minkowski space M'M. The 
considered homogeneous spaces are parametrized by 
use of biharmonic coordinates 0 which are defined in 
Sec. 31 for the hyperboloids and in Sec. 42 for the 
cone. 

Let d",(O) be the Riemannian left-invariant measure 
on X and let ~(X) be the Hilbert space of £2(P) type. 
The quasi-regular representation of the rotation group 
is determined by 

SOo{p, q) 3 g -- (Ugf)(O) = f(g-10), fE ~(X). 

(2.2) 

The quasi-regular representation defined by (2.2) is 
unitary but reducible. Its irreducible parts are given 
below for any particular choice of the homogeneous 
space X. Since the homogeneous spaces H: ' H: ' and 
c: are of rank one under the action of the SOo{P, q) 
group, the ring of the invariant operators of the 
representation of the corresponding Lie algebra 
9l{p, q) is generated only by one operator. 1 

The generators Xii of the Lie algebra 9l(p, q) are 
represented by the unbounded operators Xii in the 
Hilbert space NX) [see (6.2),1 (6.3),1 (4.4),2 and (4.5)2]. 
Hence, if we consider the representations of the 
generators and their polynomials (for instance, the 

Casimir operator) we must restrict their domain of 
definition to some dense linear manifold in ~(X). 
The most convenient choice is the common invariant 
domain !leX) for all the operators Xii' i.e., !leX) has 
the property Xij!l(X) c !leX) for any Xi}' 

Let !leX) be the linear manifold determined by 
vectors f E ~(X) of the form 

{ 
V+1l } 

f(O) = P(X1, ••• , x PH) exp -i~ (X i )2 , 

where P(X1, .•. ,xP+ll) is a polynomial in Xl, .•. , xp-j-ll 
and the Xi, i = 1,2, ... ,p + q are expressed in 
biharmonic coordinates 0 as in Sec. 31 and Sec. 4.2 

Then the linear manifold !leX) is a dense invariant 
domain of the operators Xii' 

The proof can be found in Appendix I. Let us re­
view now the particular cases in detail. 

A. Hyperboloid Ht, P ~ q > 2 

(i) The spectrumlO S(il(H:» of the Laplace­
Beltrami operator il(H:) [see (3.10)1] consists of the 
discrete spectrumll PS(il(H:»: -L(L + P + q - 2), 
L = -{!(P + q - 4)} - {!(p + q - 4)} + 1, ... and 
the continuous spectrum CS(il(H:»: A2 + [l(P + 
q - 2)]2, A E [0, (0). 

(ii) The corresponding eigenfunctions are (see Sec. 
31 and Sec. 22) 

Y L,I •. " ·.I{.,.j.1 •. ·· ·.I{a"} (n) _ VL (ll)yll.··· .l{.,") ( )yl., ... .r{a'") ('-) 
mb ...• m[.,.J.llib ...• 1Ii[q,"J U - 1{.,.}.l{a,2} v m" ... • m[.,.] W llib ' .. • 1Ii[a"] W , 

where 
y A,I •... ·.ll.'.},l •• ··· ,l{q,,} (n) _ V A (ll)yl •..... l{.,.) ( )yT., ... ,Na,oJ (-) 

mb' .•• m[.'.],IIiI•··· .1Ii[q'o] U - l{p',) l{a,t} v mI.' ., .m[.,.] W llib '" .1Ii[q'o] OJ , 

V L t (0) = (1/NI) (tanh O)l{a") (cosh 0)-(L+P+Q-2) F 
l{.,s). {a'O} 2 1 

X [l(p + q - 2 + l{v/2} + '(Q/2) + L), teL + q + I{Q/2} - l{v/2}); '{Q/2} + lq; tanh2 0], 

N = r[t(l{v/2} - '{Q/2} - L - q + 2)]r2(I{Q/2} + tq)r[t(L - l{q/2} + l{v/2} + p)] 

2[L + t(p + q - 2)]r[l(lh>/2} + l{Q/2} + L + p + q - 2)]r[!(l{p/2} + '{Q'2} - L)] , 

VA 1 (0) = (l/M 1) (tanh 0)'{q'2) (cosh 0)iA-!IP+Q-2) F 
l{.,o}. {a"} 2 1 

X {U1{1l/2} + l{p/2} - iA + l(p + q - 2)], U/{Q/2} - l{p/2} - iA + t(q - p + 2)]; {Q/2} + tq, tanh2 O}, 

M = 217' I r(1{q/2} + q/2)r(iA) \2 
r{t[iA + I{P/2} + l{q/2} + t(p + q - 2)]}r{t[iA + '{q/2} - l{p/2) + l(q - p + 2m 

The functions YI2":::!{p/[,} lew) are defined in Appendix II in the expressions (Al)-(A6). The same expressions 
m}t .m JJ/2 

hold for the functions y~,,:: :1{!f2} (6) except in tilde variables and tilde indices. The variable A is in-
"'P ''''[a12] 

dependent of the indices Ii' mi , 'i' and mi , whereas L has the following dependence: 

L - '{P/2} + I{Q/2} = -q - 2n, n = 0, 1,2, .... (2.3) 

10 In fact, we mean the spectrum of the self-adjoint extension of 11 We use notation: [a/2) is Ia if a = 2r and !(a - 1) if 
/)"(H:). (For details see Sees. 3 and 4.) a = 2r + 1, r = 1, 2,' .. ; {a/2} is !a if a = 2r and I(a + 1) if 

a = 2r + 1, r = 1,2, .... 
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(iii) The completeness relations 

where the left-invariant measure dp(o.) on H: is defined by 

dp(o.) = cosh1l-1 0 sinh<1-1 0 dO dp(W1l-1) dp(Wq-l), () € [0, (0) 

and dp(w) is defined in Appendix II by (A9). 

where12 Jf L is the set of values of indices 12 , •••• 

m[0/2)' which are restricted by the conditions (A4), 
(AS), and (2.3) and Jf A the set restricted by the con­
ditions (A4) and (AS). 

(iv) Fourier transform: 

f>(H~)3f~x = Ff 

. = {r y .... II.··· .I{p/I).' •• ·• ·.'{o/t) (o.)f(o.) dp(o.)· . JH" m.,··· .mb/Il.~"·· . • ~[./I] , 

a E l:, 12 , ••• , m[<1/2] E Jf IT} E f>(S), 

where a denotes either the variable L or A and l: is 
the range of a corresponding to the whole spectrum 
of A(H:).lO 

(v) The complete classification of the irreducible 

representations can be made by means of the spectrum 
of the operator A(H;) and the spectrum of the operator 
P, where P is defined in (5.4).2 [On the subspace 
f>L C f>(S) corresponding to a point of PS(A(H;» the 
operator P has a unique eigenvalue (- )L+a, whereas 
on the linear subset f>A corresponding to a point 
of CS(A(H:», P has the "eigenvectors" with both its 
eigenvalues.] We denote by r a pair a, p where p is­
the eigenvalue of P: p = ± 1. Let Jf 7 be that subset 
of Jf IT for which either 1{1l/2} + T{a/2) is even and p = 1 
or 1{1l/2} + lla/I } is odd and p = -1. (The set Jf L is 
already of this type, while Jf 1\ has two proper subsets 
of this type.) We consider the unitary space !)r of 
/2 type determined by vectors 

7._ {(y .... II.···.I{pll).1I •.•• • l{.,,) f)' 1 ... - E Jf fE tt'\(H1l\} X • - mlo ••• • m[./I).III., •••• 111[0/11' '2' , m[a/Il 7' ~ aI' 
where 

(y .... II.·· •• lb/l}J •• ••· J{./I) f)' =fyIT.,1 ... ·.IIt'/I).r •• •• • .1{qfl} (o.)f(o.) dll(o.). 
ml> •••• m["/t).lIIlo· •.• III[./a)'· mi." • • m[s>I'l.~l> •••• m[q'IJ r 

Let us keep in mind that the scalar product in !)7 is determined by 

(X7 t/17) _ '" (yIT.11••• ·.I{"/I}.1t.··· .l{q/l) f)(y .... 'a.·· .. I{"/I}.' •• ·•· .l{o/'} g) 
'T 7 - "" mlo' ••• m[,,/lj.lIIlo· ••• III[o/8J' mlo' •• ,m["/IJ'~l>' ••• 111[./1)' • 

.N'y 

The completion of the unitary space !)r with respect to the norm II • II,. is the Hilbert space f>7. The unitary 
irreducible representation of the group SOo(P, q) and the irreducible representation of the algebra 9t(p, q) are 
defined by 

SOo(P, q) 3 g ~ U!x" := {<y~:~·:::,~i~~j.;:::.'.l!:i:i~/.l' Uaf); I,,' . " m[q/2) E Jfy.fE !)(H!)} E f>7 

m(p ) X" .,. - {( yIT,I •• •• " I{"/I}J •• • ••• f{./.} X f)' 1 ..• m- E IV> f E tt'\(H")} E m. l' 
~\ • q 3 Xii ~ iiX • - ml ••••• m["/lj,lIIlo ••• ,111[0'.)' ii • 2' '[a/2]"" 1" ~ II ..u 

11 The 15 function f5(0 - Of; p) is defined by: 

I ,,<0 - Of; p)/(D.,) dp(O') = 1(0). 
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where Ua/ is defined by (2.2) and X'Uf by (6.2),1 (6.3),1 
(4.4),2 and (4.5).2 

(vi) The quasi-regular representation in (2.2) decom­
poses into the irreducible representations in the 
following way: 

Ufl =! ~ U;·<-IL+q ~ f ~ dAU~'+ ~ f ~ dAU~'-
in the Hilbert space (see Sees. 4 and 5) 

i)(S) = ! E£> i)L.<-lHo E£> f E£> dAi)A.+ E£> f E£> dAi)A.-. 

B. Hyperboloid H~, P 2 q > 2 

Changing q? P in all the expressions of A and 
removing the tilde from any variable or index which 
previously had it and at the same time placing a tilde 
over any variable or index which previously did not 
have it, we obtain the corresponding expressions 
related to the hyperboloid H;. 

C. Hyperboloid HI, P > 2 

Replacing the function y[a": : : It.,a} (w) by the 
! "'1' • "'[m] 

function (217)- exp (imlipl) and the index 1{q121 by 
ml (as II == ml) and putting q = 2 in A we obtain the 
desired expressions related to the hyperboloid H: . 

D. Hyperboloid H;, p 2 2 

First we change q ? P in all the expressions of A 
and remove the tilde from any variable or index which 
previously had it and at the same time place a tilde over 
any variable or index which previously did not have it 
and put q = 2. Then we replace y11.··· .1(.12) (w) by * _ "'1' •..• "'rm] 
(217)- exp (im1'Pl) and 1{Q/2} by ImII. The expressions 
obtained of the points (i)-(iv) are the desired expres­
sions of the points (i)--(iv) of the present case. The 
points (v) and (vi) for H; ,p ~ 2 differ essentially from 
those in A and we therefore write them explicitly. 

(v) The complete classification of the irreducible 
representations can be obtained using the spectra of 
the operators d(H!), P, and T. The operator T is 
defined by TyL.l1 ... ·.l{"I2}J .... · .1{./d (.0) = sign m 

ml' ...• mblt].t1l1' ...• "'[o'd 1 • 
yL.la: :: •• l{"la)" ••. ::: l{q/a} (.0) and Ii, = 0 on the sub-

m1' .mbld."']. • "'£qlt] 
space $jC(H:) C $j(H!> corresponding to the contin-
uous spectrum of the operator d(n:). Let us denote by 
{j the triplet of indices a, p, t, where t is the eigenvalue 
of T and by .N' 6 that subset of .N',. for which the 
function 

yO',I •• · ... /{./llJa •.• '. rem} (.0) l ... m E.N' 
ml> ...• m[.,a)."']' ...• "'[q/.] ,2, '[a/2] r 

belongs to the fixed "eigenspace" corresponding to 
the eigenvalue t. We define the unitary space 1)6 

and the representation of the group and algebra 
analogously as in A. 

(vi) The decomposition of the quasi-regular repre­
sentation looks like 

Ug = ! EB U;·<-IL+».+ ~ ! EB U;·HH ... -

on the space 

EB I ~ dAU~·+·/J ~ f El3 dAU~'-'O 

i)(S) = ! EB i)L.(-)L+".+ EB! EB i)L.(-)Lh.-

~ f E£> dAJe:·+·/J ~ I Ei3 dAJe:'-'O. 

E. Hyperboloid Hf, P > 1 

(i) The spectrum of the Laplace-Beltrami operatorlO 

A(Hf) consists of the discrete spectrum PS(A(Hf»: 
-L(L +p - 1), L = -{!(p - 3)}, -{!(P - 3)} + 
1, . .. and the continuous spectrum CS(d(Hf»: 
A2 + (-!(p - 1»2, A E {O, co). 

(ii) In the biharmonic coordinates (Sec. 51, Sec. 42) 
the eigenfunctions are [keep in mind that () E ( - co, co) 
in the present case) 

ly~~~I::: ::':l:::l(Q) = -2 tan~ (J cosh O-<L+p-11 2FI (L + 1(1112) + P L - l{p/!} + 2 . ~ tanhll 0) yla.,,· .I{",.} (m) 
(IN) 2 ' 2 ' 2' mlo'" .m[~,aJ 

with 

L - l{p/lI} = -(2n + 2), n = 0, 1,2, . . . . (2.4) 

yL.! •• ..•• li./ll(A) 1 h ll-(L+l'-l) (L + I{ Ill) + p - 1 L - I{ + 1 1 ) 
2 m ..... • m[.'I):"" = --i cos v 2Fl l' pill} • - tanh2 0 y' ..... . Ib'o} (w) 

. (aN) 2' 2 ' 2 ' 7111> ••• ,m[.,t) 

WIth 

L - l{p/Il) = -(2n + 1), n = 0, 1, 2, ... (2.5) 

yA.la.·· '.I{,,/d(Q) _ -2 tanh 0 h ()-[i(l'-l)+iA] 
I 7111." '.711[",.) - (IK)! cos 

X 2 I ,1'2. - tanh2 0 y'a.···. '( .. 'I) ( ), F (
iA + Ih)/a) + i(P + 1) iA - I{ { } - i-(p - 5) 3 ) 

2 2' 2 ' 7111 ••••• m[",a) W 
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yA.11••·· .I{p/I}(n) = _1_ cosh O-[t(P-l)+iA] 
I "'1.' •. ''''[p/I] (IK)l 

x F (iA + 'b'/2) + t(p - 1) iA - 'b,/2} - l(p - 3) . ~ t hI 0) y/l.· ... /{p/I} 
2 1 2 ' 2 ' 2' an mi' .•• ''''[p/'] 

where 

'" '" yL.I •..... I{p/I)(O) yL.II.···.I{p/2}(O')+ dA '" yA.I ••...• I{p/I)(O) yA.ls ... ·.I(p/2}(O')=<5(O_O'.u) 00 100 
~ k IX mh'" ,m[f)/2] IX ml,'" ,m[v/2] £. IX fflh ••• ,m[p/2] «fflt. ••• ,m[p/I] '. , 

L=--{(p-31/2} oN'L 0 oN' A 

where XL is the set of values of indices lX, 12 , ••• , 

m[p/2] restricted by (A4), (AS), (2.4), and (2.5) and 
X A the set of values of indices lX, 12 , ••• , m[p/2] 

restricted by (A4) and (AS).12 The left invariant 
measure dp,(O) is defined by 

(iv) The Fourier transform: 

k(RP) 3f-+ X = F'f '= {( y".I •. ··· .l{p/o) f)' Q' E ~ 
-?J 1 .« mit'" ,m[p/2J " , 

12 , ••• , m[p/2] EX,,} E ~(S). 

(v) The unitary irreducible representations are 
classified by using both of the spectra of the operators 
~(Hr> and P. (See Sec. 3B

.) We denote by € the pair 
lX, p and by X, that subset of the set X" for which 
either lX + [{p/2} is even and p = 1 or lX + I{p/B} is odd 
and p = -1. We consider the unitary space :n' 

yA.!a.·· .• I{t%}(O) = ..L tanh 011{p/2}1 cosh OiA-t(P-ll 
til.," • ''''[p/o] Nt 

determined by the sequences 

x, '= {( y".lo.·· ·.I{p/o) f) 
• (I fflb'" ,m[p/2] , , 

lX, 12 , ••• , m[v/B] E X"f E :n(Hn). 
The unitary irreducible representation of the group 
SOo(P, 1) and the irreducible representation of the 
corresponding Lie algebra are defined on :n' in an 
analogous way as in (a). 

(vi) The decomposition of the quasi-regular repre­
sentation is given by 

Ug = ~ E9 Uf·<-IL+I E9 I E9 dAU~'+ E9 I E9 dAU~'­
on the Hilbert space 

~(S) = ~ E9 ~L.HL+I E9 I E9 dA~A.+ E9 I E9 dA~A.-

F. Hyperboloid H!, P > 1 (Upper sheet of H!) 
The Laplace-Beltrami operator10 ~(H!) has only a 

continuous spectrum S(~(H!»: A2 + [Hp - 1)]2, 
A E [0, (0). The corresponding eigenfunctions are 

F (
1/{P/2}1 - iA + t(p - 1) I/{p/2}1 - iA + !(p + 1). II I + Ip' tanh2 0) y' •.... . I{p/I} ( ) 

X 2 1 2 ' 2 ,(p/2} "2" , mi •... ''''[p/.] OJ • 

I 
(21T)tr(iA) . r(ll{v/2}1 + lP) 12 

N = qUiA + l(p - 1) + I/{P/2}l]}r{t[iA + l(p + 1) + IL{v/2}1]} . 
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The completeness relations and the Fourier transform 
have the same structure as in A. The unitary irre­
ducible representations of SOo(P, 1) related to the 
upper sheet of the hyperboloid H! are classified by 
A, A E (0, 00). The unitary space !lA is determined 
by the sequences 

X
A • = {(yA,I.", ',Z{",I} f) 

• "'I, ... ''''b/sJ ' , 

12 • ••• , m[fl/2J EX A ,f E !l(H;)}. 

The unitary irreducible representations of the group 
and the irreducible representation of the algebra are 
defined as in A. The decomposition of the quasi-

regular representation is 

Uti = f (B dAU~ on ~(S) = f EEl d~A. 
G. Cone c: (Upper sheet of cr, p > 1) 

(i) The second-order invariant Q2 (4.2)2 has only 
thecontinuousspectrumS(Q2):A2 + [i(P + q - 2)]2, 
A E ( - 00, 00). 

(ii) The corresponding eigenfunctions are 

YA,! •• ' .•• I{p's}.1s,··· .r{.I.} (0) 
"'1> •• " "'(PII] "''' •••• "'(.,s] 

= (21T)-~ r iA-!(fl+a--2)y ll,'" ./{p'l} (w)yll •••• .r{.'I} (w) 
ml ••• " "'[p/IJ "'1 ... , ,11'1[.11] , 

where r E (0, 00). 
(iii) The completeness relations have the formlll 

i yA.lt,·· >,'b/l}.l •. ... ,l{q/l} (O)yA'·I.'.· . ·.I{"/~:.ll', ... ,T{O/I}, .(0) dlL(O) 
P "'1.· .. . m[»/IJ."'1>··· ,"'[./IJ "'1'.· .. ''''[ .. '1) ''''1''·· ·,tll.ll] r 

O. 
{~. [fl/2] ~ [q/2] 

= b(A - A') 11 bltlt, II bmt"'k'l1 bTtlk' II""'t"'t" 
k-2 k=l k=2 k=l 

foo dA ~ yA,lt,··· ./{,,/I},l •• ••• ,l{q/I} (O)yA,/I,··· .1{"'/I}.1 •• ••• .t{O/I) (0') == MO _ 0" IJ.) 
~ "'1,' •. ''''[P/I].'''1o· .•• m[o/IJ m1o' • , ,,,,[,,/2],"'1> • , , '~[.lll V\ 'r , 

o .N'A 

where the left invariant measure on C: is 

dp(O) == rfl+<i-3 dr dp(WfJ-l) dp(Wa--l), r € (0, 00). 

(iv) The Fourier transform is defined by 

Je(C~)3f-x = Ff 
. = {< yA,II' ' , ',lb/l}.l., ... .f{o/l} f)' 
• mh ' • " m[p/s].lIh, •• '. m[ola] , , 

A E (- 00, 00), 12, ... , m[q/2] E X,d E ~(S). 

(v) The unitary irreducible representations are 
classified by A and if p > q = 1 also by an eigenvalue 
of P. Let us denote by $ the pair A, p, A E ( - 00, 00), 
P E {± I}, and let us consider the unitary space !)s 

determined by the sequences 

X~ '= {( yA,la, ' . , • Z{pla}.1 ••••• .1{<!II) f) 
, mi •.• , .m[pllp"1o ... • m[.12J ' , 

12 , ••• , m[q/2J E X ~,f E !)( C:)}, 
where X s is the subset of the set X A restricted by the 
condition that either 1{'P/2} + T{fJ/2l is even and p = 1 or 
I{'P/tl + T{a/a} is odd and p = - 1. The unitary irre­
ducible representation of the group and the irreducible 
representation of the algebra are defined as in A. 

(vi) the decomposition of the quasi-regular repre­
sentation into the irreducible ones has the form 

on 

~(S) == f:",'" (B dA~A.+ (B L+: EEl dA~A,-
3. ESSENTIAL SELF-ADJOINTNESS OF 

~(X) ON l)(X) 

To simplify the notations we denote by I, m, T, and 
m the sets Is, ... , I{fl/t}; m 1 , ••• , m[fl/2J' T2 , ••• , T{II12} 

and ml , ••• , m[II/21 ' respectively. The set of values of 

the indices 12, ... , 1{'P/2} ' m1 , ••• , m['P/2] ,T2 , ••• , T{IlIB) , 

ml' ... , m[1l/2]' i.e., the set of integers restricted by 
the conditions (A4), (AS), we denote by X. 

The restriction of the differential operator a(X) 
which was derived in Refs. 1 and 2 to the dense 
invariant linear manifold !)(X) is denoted by as. The 
operator a B is symmetric on !leX). We prove in this 
section that as is the essentially self-adjoint operator 
on !l(X) for any particular case of the homogeneous 
space X. 

A. Hyperboloid Hi', P ;;:: q > 1 

The operator 

P1m1;.:!)(X) 3f -P,mlnJ: = {y!,.(w)Y~(w) 

x f y!,.(w') y~(w')f(O') dp(w') dp(w'), 0 E X} E !)(X) 
X 

is a bounded symmetric operator on !)(X) satisfying 
P~mlik == P1mlik on !)(X). As !leX) is a dense linear 
manifold in ~(X), P1m1ik has the unique extension to 
the projector Plm1ik on N X), the range of which is 
the closed subspace ~lmlik(X), The subspaces ~zmlik(X) 
with a different set of indices are orthogonal to each 
other and their sum over alII, m, T, m E X is equal to 
the space ~(X). This follows from the density of 
!leX) in ~(X) and the completeness of the orthogonal 
set of harmonic functions y!,.(w) in the Hilbert space 
~(SP-l). [For the completeness af the set of y!,.(w) 
see Appendix II.] 

As P1",lik maps !l(X) into !)(X) and aSPzmlik­
P1m1ika' = ° on !leX) every subspace ~1",l"'(X) 
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reduces /)., to the symmetric operator 

D:mln.:!:l( Drmln.) 3 f -+ D:mln.f 

:= {- 1 1 ~cosh:l>-l(Jsinhq-I(J~ f(O) 
cosh:l>-lO sinhll- (J o(J o(J 

+ '{f/2}(1{fJ/2} + q - 2) f(O) 
sinh2 (J 

- l{fJ/s)(/{1>/2) + p - 2)f(A) A EX} E I%. 

h
ll (J olol. , olol. ~Zmln. , 

cos 
(3.1) 

where !:l(D!mln.) = !:leX) f1 i'zmln.(X), 

Proposition 3.1: The operator !:l:mll1'l is essentially 
self-adjoint on !:l(D:m111'l)' 

Proof: Let us define the mapping 

V:i'/mln.(X) f1 !:leX) 3 f -+ Vf 

: = {[dP(O)/d(J]l f Y!,,(w)Y!"(w)f(O) dp(w) dp(w), 

(J E (0, oo)} E £2(0, (0), 

where by £2(a, b) we denote the Hilbert space of 
L2 type over the interval (a, b). The mapping V can 
be extended to the isometric mapping of the Hilbert 
space i'lmln.(X) on to the Hilbert space £2(0, (0) such 
that V-IV = I on i'lmln.(X) and VV-l = I on 
£2(0, (0). The symmetric operator D:m1n. on !:l(D:mlll'l) 
is mapped by V to the symmetric operator 

A':!:l(A,) 3 f -+ A'i 

: = {( - ::2 + Kft':II)l{aII}(O»)f(O), 0 E (0, oo)} 

E £2(0, (0), (3.2) 
where !:l(A') : = V!)(D:m1n.) and 

fMI (0) _ 1{fJ/s}(1{t1/2} + q - 2) + [l(q - 2)]2 -1 
K1{"11}1{oll} - sinha 0 

1{fJ/2}(1{'P/2} + P - 2) + [!(p - 2)]2 - 1 
coshll 0 

+ r + ~ - 2f (3.3) 

As the properties of the corresponding objects in the 
Hilbert spaces i'zmln.(X) and £2(0, (0) are equivalent, 
we study from now on the symmetric operator A' 
on !:l(AS) for which the well-established theory of the 
second-order differential operators can be applied. 

Let A be the restriction of A' to 

!:leA): = {fE !:l(A') If(O) = 0, /,(0) = oJ. 
The closure A is self-adjoint on !)(A) if and only if the 
differential equation 

d2tp(0)/dO = (K~~,),l{./tl - 1.)"1'(0) (3.4) 
for any nonreal I. and any c > 0 possesses only one 
solution "1'0(') E £2(0, c) and only one solution 

'11'00(') E £2(C, (0).13 If '{a/s}:F 0, Eq. (3.4) has the 
property mentioned so that A' is essentially self­
adjoint on !:l(A') in this case. If 1{a/s) = ° the assertion 
still holds if q > 3. Finally·if l{a/s} = 0 and q = 2 or 
q = 3, both linearly independent solutions of Eq. 
(3.4) are from £2(0, c). This means that A 
is not self-adjoint on !:leA) and it does not follow 
automatically that A' is self-adjoint on !:leA'). 

We now prove that A' is essentially self-adjoint on 
!)(A') even in two exceptional cases. Let us consider 
the case q = 2. The domain !)(A*) of the adjoint 
operator A * is determined by vectors g : = {g(0), 
o E (0, oo)} E £2(0, (0) for which g(O) is differentiable, 
g'(O) is absolutely continuous and 

A*g : = {-g"(O) + Kfi:I,}l{./,}(O)g«(J), 0 E (0, oo)} 
E £2(0, (0). 

Let us derive the behavior of the function g(O) , 
g E !:l(A *) at the origin. Every continuous solution 
g(O) of the differential equation 

g"(O) - Krr'!,}l{q/I}(O)g(O) = h(O), h E£2(0, (0) (3.5) 
in the interval (0, 1] has the form 

g(O) = aUI(O) + bus(O) 

+ (6 Ul(O)US«()') - U2(O)UI(O') h(O') dO', (3.6) 
Jo W(u1 , ua) 

where Ul(O) and U2«(J) are two linearly independent 
solutions of Eq. (3.5) for h(O) == 0, W(u1 , u2) = 
U~(0)U2(O) - u;«()u1«(), () E (0, 1] and a, b are complex 
constants. The existence of the solution (3.6) in any 
closed interval [00 , 1], 00 > 0, can be proved using 
analyticity of functions u1,2«(), integrability of h(O) in 
(0,1) and the Titchmarsh lemma.14 

Let us choose as Ul(O) and U2(0) those solutions of 
"1'" - Ktp = ° for which 

lim Ul~) = 1, lim us(O) = 1, 
9-+0 O"fi 6-+0 OlIn 0 

ol 
lim 20Iu~«() = 1, lim 2 - u~(O) = 1. 
6-+0 6-+0 In 0 

One can easily verify by direct calculation the possi­
bility of this choice. Then by rough estimate of the 
third term in (3.6) we find that this term vanishes 
faster than Ol at the origin and its derivative faster 
than l/Ol, so that the first two terms describe the 
behavior of g(O) at the origin. The domain !:leA) of 
the closure A is the linear manifold determined by 
those f E !:l(A *) for which B(f, g) = 0, g E !:l(A *), 
where13 

B(f, g) = lim UtO) g'(O) - g(O)f'(O)]. 
6-+0 

11 M. H. Stone,Linear Transformations in Hilbert Space (American 
Mathematical Society, New York, 1964), Colloq. Publ., Vol. XV, 
Chap. X; M. A. Neumark. Lineare DiJferentialoperatoren (Akade­
mir-Veriag, Berlin, 1963), Chap. V. 

1& Lemma S.6 of Ref. S. 
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As the domain :D(AB) of the closure AB of the sym­
metric operator AB on :D(A') contains :D(A"), it has to be 
B(fo,g) = ° for 
/0:= {(sinh 0)icoshi(:P-1l0P(cosh 0) 

X exp (-2 cosh2 0), 0 E (0, (0), P(l) = I} E :D(A8). 

This condition implies b = ° in (3.6). Then any two 
vectors gl, g2 E :D(A"·) satisfy B(gl' g2) = 0, i.e., the 
adjoint AS" of AS. is defined on :D(A"·), i.e., AB" 
is self-adjoint on :D(AB •• ). In other words, A8 is 
essentially self-adjoint on :D(A'). The analogous proof 
holds for q = 3, 12 = 0. 

From Proposition 3.1 and the decomposition 

~(X) = I ~lml1i\(X) 
oN' 

follows Proposition 3.2. 

Proposition 3.2: The operator /l.' is essentially self­
adjoint on :D(X). The domain :D(/l.BB) ofthe self-adjoint 
operator /).,a = .3.- is determined by vectors / E ~(X) 
for which P'ml1i\/E :D(D::.'1i\) and l:: 1ID::.,Jlml1i\!II2< 
00. The operator /l."B on :D(/)."B) is defined by /l."'! = 

I Dr':n'1i\P'mlJ 

B. Other Hyperboloids H& and H~ 

As the form (3.2) of the operator AB holds for any 
type of hyperboloid, the proof of the essential self­
adjointness of /l.' on :D(X) can be carried out in an 
analogous way to A. 

C. Cone q,p '2::.q '2::.1 
The operator A" in the present case is defined by 

:D(A") = V(:D(X) () ~lml1i\(X»:3 f - A"f 

:= {_.E.. r2.E.. fer) + [(P + q - 2)2_ 1Jf(r), 
dr dr 2 4 

r E (0, OO)} E :D(A'). 

The associated differential equation 

.E.. rs.E.. ",(r) _ [(P + q - 2\2_! - l]",(r) = ° 
dr dr 2 J 4 

has the solutions (3.7) 

",t.lr) = exp {(-i ± {[~{p + q - 2)]2-l}~lnr}. 
Again AB is the self-adjoint on :D(AS

) as for nonreal l 
one of ",;(r), i = 1,2, has the property ",;(.) E E2(0, c) 
for every c > 0, whereas the other has not this 
property and the same relation holds at infinity. 

4. EIGENFUNCTION EXPANSION 
In two previous works1•2 we used the set of those 

eigenfunctions Y!'~(O) with the eigenvalue A of the 
differential operator /l.(X) or Qa which were restricted 
by the boundary condition Y!'k(Oo) = 0, where 
no = {O = 0, (.0, w}. Let us prove now that this set 
constitutes the complete set of eigenfunctions of the 

self-adjoint operator /)."J which was defined in the 
previous section. 

A. Hyperboloid H:, p ~ q > 1 

We have shown that the operator /l.Ba is reduced to 
the operator D!':nl1i\ on every subspace .$.S'ml.(X)' Then 
by the mapping V the operator D::.Z1I'l has been mapped 
to the operator ABa (3.2) and the space ~,mltl\(X) on 
to the space E2(0, (0). In this way the problem of 
the eigenfunction expansions associated with the 
operator /). sa is reduced to the investigation of the 
eigenfunction expansions associated with the operator 
ABa or, in other words, associated with the second­
order ordinary differential equation (3.4). Except for 
l{q/2} = 0, q = 2 and l{fllll} = 0, q = 3 there is the unique 
solution of the eigenfunction expansion associated 
with the differential equation (3.4)6 and this expansion 
is just that one which is associated with the self-adjoint 
operator ABa. In two exceptional cases we have to 
impose boundary conditions in such a way that 
the corresponding expansions are associated with the 
self-adjoint operator A,a. For l{q/2} == 0, q == 2, the 
behavior of the function g(O), g E :D(ABa), is described 
by (3.6) where b == ° as proved. Since B(u!, g) = 0 
according to the proof of Proposition 3.1, we con­
clude that' /o(l) = 00 and consequently only the 
function u1(O) enters the expression for the eigen­
function expansion.s A similar conclusion holds for 
the case l{flI2} = 0, q = 3: only that eigenfunction 
",;'-(0) of (3.4) enters the expression for the eigenfunc­
tion expansions for which 'lJ'A(O) = 0. 

The differential equation (3.4) has the form of the 
SchrOdinger differential equation and we prefer to use 
the method of Jost and Kohn!5 adopted for such 
equations rather than the general method.5.6 The 
solution of the differential equation (3.4) which is 
regular at the origin has the form 

",«(J, l) = (tanh Oi{afll}+t(q-l} (cosh 0)-rri(J>+q-2,f-A}t 

X F(a+. b+; c; tanhl 0), (4.1) 
where c = l{q/2} + q/2 and 

2a± = 1{q/2} + 1{:p/2} + i(p + q - 2) 

± Hi(P + q - 2)]2 - A}l, (4.2) 
2b± = l{q/B} - 1{:p/2} + 1(P + q - 2) 

± Hl(P + q - 2)]1 - A}l. 
The solutions of (3.4) which behave like 

exp {=F0([1(P + q - 2)]1 - A)l}-
are 
V±(O, l) = (tanh OJ{q,Mi(q-l) (cosh O)'Fnt(J>+q-I)f-A}t 

X F(a±, b±; 1 ± ([1(P + q - 2)r - A}l;-\-). 
cosh 0 

(4.3) 

11 R. Jost and W. Kohn. Phys. Rev. 81, 977 (1952). 
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These two solutions are generally singular at the origin. 
The connection among the solutions (4.1) and (4.3) 
can be easily described by introducing the variable 
p = -1(P + q - 2) + ([!(P + q - 2)]2 - A}l and 
denoting tp(O, p) = W(O, A), u±(O, p) = V ±(O, A). 

qJ(O,I-') = W_(P)u_(O, p) + W+(p)u+(O, p), (4.4) 

where 

W±(P) = 2±11<p+G'-2)+/l1 

x r(c)r{±[!(p + q - 2) + pH. 
r[a±(,u)]r[b±(,u)] 

Let us introduce now the function 

(4.5) 

Gin, 0, 0') = W+(P) -

(

€P(O' l-')u_(O',,u) for 0' > 0, 

\P' (4.6) 
qJ(O', ,u)u_(O, ,u) for 0'::;;; O. 

W+(P) 
The function G(p, 0, 0') is analytic in the half-plane 
Re I-' > -1(P + q - 2) having poles at zeros of the 
function W+(p), i.e., at the points h+(P) = -no The 
number of poles is finite and we choose R in 
the contour C of Fig. 1 large enough to enclose all 
the poles. Let us multiply the equality 

1. G(p, 0, 0') d,u = 21Ti ~ Re G(,un, 0, 0') 
~ n 

by f(O') and integrate over the interval (0, 00), where 
[(0') is an infinite differentiable function vanishing 
faster than any power in 0' for large 0'. The limiting 
value of the expression obtained as R -+ 00 has the 
form 

f(O) = ~ qJ(O, ,un)f €p(O', ,un) f(O') dO' 
.. N N 

(00 da 

+ Jo 21T 1 W+[ -!(p + q - 2) + ia]1 2 

X €p[O, - !(p + q - 2) + ia] 

X fooo €p[O', -t(p + q - 2) + ia]f(O') dO'. 

(4.7) 

Here the function W ±(,u), ,u = -t(P + q - 2) 
+ U!(p + q - 2)]2 - A}l is essentially the Titchmarsh 
spectral function m(,u) which determines the spectrum 
of the associated differential operator. 

Now we can write the eigenfunction expansion of 
an arbitrary function f(Q), f E !>(X). The decom­
position 

[= ~fimlflP fE !>(X), fimlm E !>(X) n flI1l!1m(X) 
JI{' 

has a finite number of terms different from zero. 
Hence for the eigenfunction expansion of the function 
[(0.), [E !>(X) it is sufficient to consider the eigen­
function expansion of fimlm(Q), fimlm E !>(X) n 

FIG. 1. The contour of the inte­
gration for the function GCp, 0, 0'). 

1m I' I'-plane 

fllmlm(X)' This latter problem is already solved, as the 
eigenfunction expansion of fimlm (0.) is an image under 
V-I of the equality (4.7): 

fltnlm(Q) = ~ Y~~(Q) f Y~~(Q')flmlm(Q') d,u(Q') 

+ f dAY~~(Q) f Y~k(Q')flmlm(Q') d,u(Q'), (4.8) 

where the functions Y~~(Q) and Y~i(Q) are defined 
in Sec. 2. We remark here that the equality (4.8) is 
valid for every point 0. E X. 

The eigenfunction expansion of an arbitrary 
[(0.), IE fleX) can be obtained using Cauchy sequence 
fn -+ f, In E !>(X). 

B. Hyperboloids Hf and H! 
The eigenfunction expansion associated with the 

operator l1sa(H!) is the special case of the eigenfunction 
expansions derived in A. The eigenfunction ex­
pansions associated with the operator l1sa(Hr) can be 
derived in an analogous way to that of A. In the 
course of the proof the required eigenfunction 
expansion associated with the operator Asa is already 
calculated in Example 4.l9 of Ref. 3. 

C. Cone ct,p ~q ~ 1 

The eigenfunction expansion associated with the 
differential equation (3.7) can again be constructed 
using the general theory. But we can avoid the tedious 
computations of both the Titchmarsh spectral function 
and the corresponding linearly independent solutions 
if we start from the Mellin transform 

fer) = -. dsr-S rlS-1f(r') dr'. 1 fC

+
ioo 

foo 
21T1 c-ioo 0 

(4.9) 

Choosing c = I and s = I + iA and denoting 
€per, A) = ,-l+iA we obtain the following eigenfunction 
expansion associated with the differential equation 
(3.7): 

fer) = - dAq>(r, A) €per', A)f(r') dr', (4.10) 1 f+oo foo 
21T -00 0 

where fer') is a function which has a derivative of any 
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order and vanishes at infinity faster than any power . , 
mr. 

Now the eigenfunction expansion of an arbitrary 
function ICO),f E ::D(X), can be obtained using C 4.10), 
the mapping V-I and the decomposition ~(X) = 
! ~'ml111(X), The expansion of a function ICO) , 

I E ~(X), has to be understood in the sense of the 
Cauchy convergence In ~ f, In E ::D( X). 

In the following considerations we deal always 
with the hyperboloid H:, p ~ q > 2. However, our 
statements are also true for other cases. 

The nondecreasing function on S( a(H:» , p ~ q > 2 

{

{A - [1(P + q - 2)]2}! for A ~ [!-(P + q - 2)]2, 

",(A) = 0 for ALmlD ~ A < [1(P + q - 2)]2, 

-(L - L min + 1) for AL+l ~ A < Av 

(4.11) 

where AL = -L(L + P + q - 2), defines a measure 
on the semi-ring consisting of the empty set cp and the 
cells (AI, ,12]:",«,11> ,12]) = ",(,12) - ",(,11).16 The ex­
tension procedure furnishes the a ring of all a­
measurable sets E with the Stieltjes-Lebesque measure 
",(E). The set of all objects 

X: = {X~~; A E S(a8a
), t, m, 1, iii EX;), 

where X~~ are equivalent classes of complex "'­
measurable functions such that 

r ! Ix~~12 d",(A) < 00 J S(tl.··) .N' A 

is a Hilbert space NS) of the V(",) type. Here 
X;. c X is defined in Sec. 2 for particular cases. 

Then the results of this section may be put in the 
form of Proposition 4.1. 

Proposition 4.1: The mappings 

F:Sj(X)03f~x = Ff 

: = {so lim L~-Y!.----::I~-(O-)f(O) d",(O); 

A E S(a8a
), 1, m, 7, iii EX).} E Sj(S), (4.12) 

F-1
: Sj(S) 3 X ~ f = F-1X 

:={s.lim r .• !Y~~(O)X~~d"'(A);OEX}ESj(X) 
Js(a ).IV'). 

(4.13) 
are, one to the other, inverse isometric mappings: 
F-IF = Ion NX) and FF-l = Ion Sj(S). The symbol 
s. lim in (4.12) means the strong convergence In ~ f, 
In E ::D(X) and s. lim in (4.13) means the strong con­
vergence Xn~X, Xn:={<Y~~,ln>;lnE::D(X), .I.E 
S(asa

), I, m, 1, iii EX;). The operator a sa is diagonally 
(or spectrally) represented in ~(S). 

5. UNITARlTY, IRREDUCIBILITY, 
AND MAUTNER'S DECOMPOSITION 

The unitary representation SOo(p, q) 3 g ~ UgX : = 
{X~r...(Uu!); .I.E S(asa), I, m, 1, iii EX).} E Sj(S) is 
reducible. [This representation and the quasi-regular 
representation (2.2) are unitarily equivalent with 

16 A. C. Zaanen, An Introduction to the Theory of Integration 
(North-Holland Publishing Company, Amsterdam, 1961). 

respect to the operator F of Proposition 4.1.] The 
carrier space of an irreducible representation is 
necessarily an eigenspace £)..ir with an eigenvalue 
A E S(asa). If the eigenspace £".ir corresponds to the 
proper eigenvalue, i.e., to A E PS(asa), then £)..ir is a 
proper subspace of the Hilbert space Sj(S). (The 
image of these spaces under F-l are the irreducible 
spaces considered in Ref. 1.) In the case of the 
representation of the noncompact group the invariant 
operator may have a continuous spectrum besides a 
discrete one as in our case. The "eigenspace" £). 
corresponding to A E CS(asa) is not a proper subspace 
of the Hilbert space Sj(S) and one needs to extend such 
eigenspace to a certain Hilbert space ,JeJ..ir in order to 
obtain a representation on the Hilbert space ,JeJ..ir 
Then one expects that the Hilbert space NS) will be 
decomposed into the sum over SjA, A E PS(asa) and 
an integral of SjJ., A E CS(asa). Such decomposition of 
the Hilbert space ~(S) into a so-called direct integral 
of Hilbert spaces was investigated by von NeumannP 

Let us try to construct the desired decomposition of 
the Hilbert space Sj(S). The structure of the Hilbert 
space Sj(S) leads us to consider a unitary space of 
[2 type determined by vectors XJ. : = {x~r...(f);1 E Sj(X), 
I, m, " iii E X J.}, where x~i". (f) = < Y~~ ,f>. As 

( U (A XX,,») x ~(X) ~ x~~ef) 
"ES('1.") 

is not a bounded mapping we restrict ourselves to the 
mapping 

( U (A x X).») x ::DeX) ~ X~~(f) 
J.ES(a") 

and justify this by the following two propositions. 

Proposition 5.1: For every I, m, 1, iii E X J. ,I E ::D( X) 
the function X~r...(f) is analytic in the A plane cut along 
the segment (- 00, [t(P + q - 2)]2] and tends to zero 
faster than any polynomial in A along the positive real 
axis. Moreover, for every bounded subset ~ c 

U"ES(tl. •• )(A x X,,) there exists a IE ::D(X) such that 
X~r...(f) -:;!: 0 on $. 

17 J. von Neumann, Ann. Math. SO, 401 (1949). 
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Proof: Let ~ be any bounded convex domain in the 
cut A plane. Using expressions (4.1) and (4.3) and 
the definition of the mapping of Sec. 3 we easily find 
the uniform bound of the functions Y~~(O) in the 
domain ~ X X: 

1 Y!:~(O)I < A(~) exp {B(~)O} 1 Y!,,(w)Y~(w)l, (5.1) 

where the constants A(~) and B(~) depend on the 
domain ~. The analyticity of X!!~(f) in the cut 
A plane follows from the analyticity of the function 
y ~lk(O) in the cut A plane for any 0 E X, the bound 
(5.1) and the bound 

If(O) 1 < C coshp 0 exp (-2 cosh2 0), 

f E :l)(X).18 The asymptotic behavior of X!!~(f) along 
the positive real axis follows from the equality 

AnX:.!~(f) = I Y:.!~(O)[(ABa)''.f](O) dll(O), 

the invariance of :l)(X) under ABa and the uniform 
bound IY~~(O)I < Kexp(MO) on R X X, where 
R: = {A; [1(P + q - 2)]2 ~ A < oo}. The second part 
of the proposition follows from its first part and the 
density of :l)(X) in ~(X). 

Using Proposition 5.1 the following is easily proved. 

Proposition 5.2: The linear manifold :l»)' determined 
by vectors XA: = {x!!~(f); I, m, 1, m E X A ,fE :l)(X)} 
is dense in the Hilbert space ~A of 12 type, vectors of 
which are sequences XA: = {X!!~; I, m, 1, m E X A} for 
whichllxAII~ = 2XA Ix!!!r.1 2 < 00. 

Let ° : = {fl' f2' ... } be an orthonormal complete 
sequence in the Hilbert space ~(X) which is obtained 
by the Smith orthogonalization process from a 
sequence gl, g2' ... determining :l)(X). In our case 
the denumerable set of vector fields S(Asa) X 03 (A,fn) ~ 
X! : = {X!!~(fn); I, m, 1, m EX A' fn E o} forms a 
so-called fundamental family of vector fields.19.2o 

The vector field S(A·a) 3 A ~ 1jJA: = {1jJ!!~; I, m, 1, m E 

X A} is called Il-measurable if 

(X!, 1jJA)A = 2 X!!~(fn)1jJ!!~ 
XA 

is a Il-measurable function for all n. The direct 
integral 

of the Hilbert spaces ,f,A is the Hilbert space ~ of 
equivalent classes of the Il-measurable vector fields 

18 M. A. Lavrentiev and B. V. Shabat, "Methods of Theory of 
Functions of Complex Variables," "Nauka," Moscow (1965) (in 
Russian). 

10 K. Maurin, The Methods of Hilbert Space (Mir, Moscow, 
1965) (in Russian). 

10 K. Maurin, "General Eigenfunction Expansions and Group 
Representations" (Lecture Notes), ICTP, Trieste, preprint IC/66/12. 

XA for which f81i111J) IIXAII~ dll(A) < 00 and where the 
scalar product is defined by 

(X; 1jJ) = r (xl, 1jJA);. dll(,:t). (5.3) 
)8(4."') 

The Hilbert spaces ~(X) and ~(S) are isometrically 
isomorphic with respect to the Fourier transform F, 
and ~(S) is represented as the direct integral of 
Hilbert spaces ~A. 

Unitarity: We obtained the Hilbert spaces ,f,A, closed 
subspaces ~)..ir of which may be the carrier spaces of 
the unitary irreducible representations of the group 
SOo(P, q). We first prove the unitarity of the repre­
sentations on ~A for every A E S{A·a). (This induces the 
unitarity of the representation in any of ~A.ir.) For the 
proof of the unitarity we need the auxiliary: 

Proposition 5.3: The properties stated in Proposition 
5.1 for the function X::'~(f),fE :l)(X) are also valid 
for the function x::'~(Ugf),fE :l)(X). 

Proof: From the definition of the function X::'~{ Ugf) 
and left invariance of the measure dll{O) it follows 

X::'~(Ugf) = Ix Y::'~{gO)f(O) dll(O). (5.4) 

Now, the proof of Proposition 5.1 may be applied as 
Y ~~(gO) has essentially the same bound as in the 
proof of Proposition 5.1 because the finite point 0 
under the action of g E SOo{p, q) is transf.ormed again 
to a finite point 0' = gO E X. 

Proposition 5.4: The representation 

SOo(p, q) 3 g ~ U;XA 

: = {X::'~( U gf), I, m, 1, m EX A' f E :l)(X)} E :l)A 
(5.5) 

is norm preserving in :l)A and has unique unitary exten­
sion V: in ~A = ~A for every A E S{A·a). 

Proof" The unitarity of the representations of the 
group SOo(P, q) on ~A, A E PS(A"a) was considered 
in Ref. 1. (In fact, there we worked with the spaces 
F-I~A). Now we give the general proof valid also for 
A E CS(A·a). 

Because of the strong commutativity of Ug and A·a , 

for any Il-measurable function F(A) , uniformly 
bounded on S(A·a), we have 
(Ugf, F(A·a)Ugh) - (f, F{A·a)h) = 0, f, h E :l){X). 

(5.6) 

According to Proposition 4.1 we can rewrite (5.6) in 
the form 

r IF(A)12{(U;X\ U;1jJA)A - (xl, 1jJA) . .} dll(A) = 0, 
)8(4."") 

XA, 1jJA E :l)A. (5.7) 

Because of the continuity of (U;XA, U;1jJAh - (XA, 1jJA) 
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on cs(~·a) (Propositions 5.1 and 5.3) and bounded­
ness on PS(~8a) and because of the arbitrariness of 
the uniformly bounded function F(A.) on S(~8a) we 
conclude (U;XA, U;1pAh = (XA, 1pA)A' A. E s(~·a), XA, 1pA E 

l)A. As l)A is the dense linear manifold in ~A, U; 
can be uniquely extended to the unitary operator 
V! in ~A = !lA. [The Hilbert spaces ~A are representa­

tives of ~A and V! is the representative of U! of the 

decomposable operator Ug = SS(~BaP! dp,(A.) in ~ = 
SS(~sa)f,A dp,(A.).] 

The following proposition is not directly connected 
with our considerations but it shows a dt?eper property 
of the linear manifold l)A. 

Proposition 5.5: The linear manifold l)A consists 
of analytic vectors. The operators Xi~ are essentially 
skew-adjoint on l)A. 

Proof: The operators X j are skew-symmetric 
operators on l)A as V

gij
(/) is unitary in ~A and 

II [t-l(V - I) - X~]xAII ~ 0 for XA E l)A as t~ 0 
g'i(t) .;1 A • 

Let us first show that any vector XA E l)A is an analytic 
vector for the operators L~ (L~ is the representation 
of the generator Ii; of the one-parameter compact 
subgroupl). First, one proves that - Ii<; L:; is an in­
variant operator using the commutation rules. Hence 
it is proportional to _~(SP-l) - ~(Sq-}) as the 
representations are the most degenerate ones. We do 
not lose on generality, supposing that the constant 
of the proportionality is equal to one. For any 
XA E l)A the decomposition 

X
A 

= I Xt{pl.).l{ol') , Xt{vl.}l{ol') E ~t{vl.),l{ol') , 
where ~t{vl.J{ol') are finite-dimensional vector spaces 
determined by vectors x!:k(f), fE l)(X) with fixed 
I{p/.)l{ol') E .N' A, has a finite number of nonvanishing 
terms. We easily find the bound 

IIL:;lXAII~ =:;; [/ma,,{/max + p - 2) 

+ lma,,{lmax + q - 2)] IIXAII~ 
from the expression 

- I (L;;)2XA = I [1{q/2)(lq/2) + q - 2) 
II Dld,f{QIS) 

+ l(p/.}(l{o/l} + p - 2)]xt{P/I}.1{ol'}· 

Now, using the irreducibility of the algebra determined 
by Li;l in the subspaces ~t{p/.}.l{ol'} we find the estimate 

I If{ L;"i~AIIA =:;; [lmax(lmax + p - 2) 

+ Imax(lmax + q - 2)]!n IIxAIIA' XA E l)A. 

(5.8) 
From the inequality (5.8) we easily see that XA E l)A is 
an analytic vector of L;i and consequently L;i is 
essentially skew-adjoint on l)A.21 

The estimate for IIIT:"l Bt,.;,.xAIIA' XA e l)A can be 
obtained in an analogous way starting with the in­
variant operator 

=:;; [A. + (lmax + n + I)(lmax + p + n + I) 

+ (lmax + n + l)(lmax + p + n + l)]tn IiXAIi.l' 

X.l e l).l. (5.9) 
It follows again that XA E l)A is an analytic vector for 
Bt; and that Bt; is essentially skew-adjoint on l).l. 

Irreducibility: Let us try to find the invariant 
subspaces ~A,ir of the space ~A with respect to the 
representation of the group (5.5). 

In our previous work!.2 we have considered the 
representations of the Lie algebra 9t(p, q) of the 
group SOo(P, q) on the Lie algebra of the unbounded 
operators Xj in the Hilbert space ~A, A. e S(~"'). The 
irreducibility with respect to the algebra of the 
operators Xi~ has been defined in the following way: 
The representation 

9t(p, q) 3 Xi; ~ X;~XA : = {x!:k(X;;f); I, m, 1, in e.1'fi;, 
jel)(X)} 

is called irreducible on a common invariant domain 
l)A,ir if for any two xA, 1pA E l).l an operator A.l exists 
in the enveloping algebra such that (x.l, AY);. # O. 
The irreducible representations of the Lie algebra were 
found in Refs. 1 and 2 and they are reviewed in Sec. 
2 of the present work. It was established there that 
the common invariant domain l)A.ir has the following 
structure: 

l)A.ir _ ~ li'\ ~.l 
- Zk ""lr w ~1{p/a},l{./I}' 

1{"lo}. (oIO}E<" A 

where ~t{p/o}.r{./d are finite-dimensional vector spaces 
determined by vectors x!:k(f), f E l)(X) with fixed 
1{'P/2)' 1{q/2) E .N'ir and .N'ir is a certain subset of the 
set .N'A' 

Proposition 5.6: The representation (5.5) is irre­
ducible on the closed subspace ~A.ir = l).l.;r of the 
space ~A. 

Proof' Every finite-dimensional subspace ~~","}.l{ II} 

is irreducible with respect to the representation 1;; 
of the Lie algebra I'i of the maximal compact subgroup 
SO(P) x SO(q).l This fact and the continuity of the 
operators Lij in the Hilbert spaces ~:{ 11}.l{JI} induces 
the irreducibility of the representation SO(P) x 
SO(q) 3 g ~ U ;XA 

E ~t{ I },l{ II} , as, for instance, 
A AUA - UAAA - 0 . "~;.' . d AL 

II g - 10 ~/{p/l}.r{./I} m w:es fj -

11 E. Nelson. Ann. Math. 70, 572 (1959). 
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LijA = 0 in i>t{_,z}.l{Q'"} • Hence any invariant subspace 
i>~, k = 1,2, ... of the space i>J..ir with respect to the 
representation of the group SOo(P, q) must have the 

form i>~ = 2Z{p,z}.I{Q,o}E.N't EEl i>fw.}.l{o'o)' where X k is 
an infinite subset of the set Xi" . Then we can introduce 
the operator KA, eigenspaces of which are i>~, with 
the eigenvalue 11K. From K),U: - U;K" = 0 in 
i>".ir = !: EEl i>~ and the fact that !>".ir is the common 
invariant domain of K", Lt:l' B~ we conclude K"Bt, -
BtK" = 0 in !>".ir in contradiction to the results of 
Refs. 1 and 2. 

Mautner's Decomposition: We have determined the 
unitary irreducible representations of the group 
SOo(P, q) related to three homogeneous spaces H~, 
H;, and C:. Let us now discuss the consequences 
which follow from the comparison of our results with 
the general theory. Let 91 x be the smallest weakly 
closed * algebra generated by the set of elements 
of the group ring associated to the representation Ug 

and let 9l~ be the commutant of 9lx . We know that 
the center 3x = 9lx n 9l~ is generated by the 
operators F(~8a), where F(A) = (A + _1)-1. [The oper­
ator ~.a is unbounded so that we have to consider its 
function F(~8a) which is a bounded operator in 
i>(X).] The decomposition of the Hilbert space i>(S) 
into the direct integral (5.2) is so-called central 

decomposition. We found that the Hilbert spaces 5). 
in (5.2) are generally reducible so that the central 
decomposition does not lead generally to decomposi­
tion into the irreducible representations. We have to 
add a certain number of discrete operators in order 
to classify the irreducible representations. (Let us 
recall that the ring of the invariant operators in the 
enveloping algebra is generated by ~sa.) According to 
Mautner's theorem!! this means that the maximal 
commuting subalgebra 9Jlx of the commutant 9lx 
is generally generated by more operators than F(~8a). 
In particular cases we have the following situations: 

(a) For SO(p, q), p ~ q > 2: 9JlHo" = {F(~8a), P}, 
9JlH "o = {F(~·a), P}, and 9Jlc." = {F(~·a), P}, where the 
parity operator P is defined by (5.4).2 

(b)ForSO(p,q),p ~ q = 2:9JlH .' = {F(~8a),p, T}, 
where the operator T is defined in point (v) of Sec. 
2D, 9JlH ." = {F(~8a), P}, 9Jlco" = {F(~8a), Pl. 

(c) For SOo(P, 1), p> 1: 9JlH1" = {F(~8a),p}, 
9Jl 1 - {Ff ~.a)} 9Jl - {Fi(~8a)} Hp - \ , C1" - • 

As the spectra of the operators P and T have only a 
finite number of points, it is easy to find the Mautner 
decomposition of the Hilbert space f>(S) with respect 
to the maximal commutative algebra 9Jl x' The 
decomposition for any particular case is written in 
Sec. 2. 

•• F. I. Mautner, Ann. Math. 51, 1 (1950). 

In Ref. 1 we have given the maximal set of com­
muting operators A (7.8) for every irreducible repre­
sentation. These operators are unbounded and we 
have to replace them by the bounded operators F(A), 
F(A) = (A + 1)-1. The operators A of the set (7.8)1 
are in the enveloping algebra and according to the 
preceding discussion we have in general to complete 
the operators F(A) with a certain number of discrete 
operators in order to generate the maximal commuta­
tive algebra on f>(X). 

6. NUCLEAR SPECTRAL THEORY 
The existence of the complete set of generalized 

eigenfunctions for a self-adjoint operator on a 
separable Hilbert space i> was first established by 
Gel'fand and Kostiuchenko.7 They introduced a 
nuclear space 4>, such that the Hilbert space i> is the 
completion of 4> with respect to one of the norms in 
4> and the dual 4>' of continuous functionals and they 
considered the triplet 4> c i> c 4>' which we call the 
Gel'fand-Kostiuchenk020 triplet. Their theory can be 
put in a very elegant form using Maurin's construction 
of the nuclear space 4> for an arbitrary, strongly 
commutative denumerable set of normal operators 
Ap .8.19 Let us state now the nuclear spectral 
theorem19.20.23 and then let us show how the results 
derived in the present work may be a nice illustration 
of this general theory. 

Nuclear spectral theorem: 
(1) Such a nuclear space 4> exists that 4> c i> c 4>' is 

a Gel'fand-Kostiuchenko triplet. 
(2) Each A p maps 4> continuously into 4>. 
(3) There exist a direct integral ~ = fD ~). da(A) and 

such a Hilbert isomorphism F: i> ..-+ ~ that for a­

almost all A, ~" c 4>', and i,). are common generalized 

eigenspaces of all Ap: (eA, Aprp) = A;(e", rp) identically 

in rp E 4>, where {A;, A E D} is the spectrum of Ap. 

Taking in each 5" the orthonormal basis e~, n = 1,2, 
... , dim ~). we obtain the generalized Fourier-Plancherel 
equation 

dimi,,, __ 

(rp, tp) = In n~l (e~, rp)(e~, tp) da(A), rp, tp E 4>. 

(4) The isomorphism F is defined by f> ::> 4> 3 rp..-+ 

Frp : = {(Frp)(A), A E D} = {1>A, A E D} E i,". where 
dimS;. 

1>). = 2 (e~, rp)e~. 
n=l 

(5) The spectral synthesiS of rp E 4> is given by 
rp = fD 1>" da(A). 

The nuclear space 4> of the spectral theorem can be 
obtained using Maurin's construction.8.19.23 According 

23 K. Maurin, manuscript of the forthcoming book: Unitary 
Representations of Non-Compact Grollps and Associated Eigen­
fllnction Expansions . 
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to this construction as a nuclear space cp, for the 
operator d sa (or the maximal commutative algebra 
IDl x of 9l x) may be taken to be the linear manifold 
l)(X), which has been exploited so far very extensively, 
furnished, of course, with certain nuclear topology 
(for details see Ref. 19). The dual space l)' is the space 
of the continuous functionals 

Xl: l)(X):3 f ---+- Xl 
:= {xt:1U); 1, m, 1, m E Xl} E f>l. (6.1) 

It was proved in Sec. 4 that the set of functionals 
(6.1) constitute a complete set of eigenfunctionals. 
The direct integral, the Fourier transform F and the 
spectral synthesis were explicitly written in Sec. 4 if 
only the operator d sa is considered. It is easy to 
generalize the expressions of Sec. 4 for the maximal 
commutative algebra. 
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APPENDIX I 
We prove in this appendix the density of l)(X) in 

~(X).Let us suppose that someg E ~(X),g ::;i: 0, exists, 
such that (f, gh = 0 foreveryfE l)(X). We introduce 
the local coordinates,yg, k = 1,2,'" ,p + q, in the 
Minkowski space Mp,q round the hyperboloids B: 
and B; by yk = pxk, P > 0, where Xk are biharmonic 
coordinatesl and round the cone C: by 

yk = (r + p)Xk, k = 1,2,' .. ,p, yk = (r - p)Xk, 
k=p+l,p+2,"',p+q, p>O, 

r real. For the hyperboloid we define the function 
h(p, 0) = exp (2p2 cosh2 0 - 2 cosh2 0) for p E (t, t) 
and zero otherwise. The function v(yI, y2, ... ,yPH) = 
(hg)(p, Q) has the property 

° < IlvI11 •.• = fM •.• I(hg)(p, Q)12 dv(p) dp,(Q) < 00, 

where dv(p) = dyl . .. dyPHfdp,(Q). As the set of 
functions 
U(y!,y2,'" ,yPH) = P(y!,y2," ',yPH) 

X exp { - :t:CY)2}, 
where P(yl, y2, ... ,y,>H) is a polynomial, determine 
a dense linear manifold in £2(MM), such a function 
u(y!, y2, .•• ,yPH) exists that (u, vhf". ::;i: O. But this 

contradicts our assumption as 

(u, v)MP'. = f dv(p) f dp,(Q)h(p, O)P(p, Q) 

x exp (_2p2 cosh2 O)g(Q) = O. 

An analogous proof holds for the cone. 
The proof of the invariance of l)(X) with respect to 

Xii' The invariance follows from the equality 

(Lid)(Q) = (l a~j - yi a~i) fey!' y2, .. " yP+1l) /P=l' 

fE l)(X). 
An analogous equality holds for B ii . Similarly, the 
skew-symmetry of the operator Xi; can be proved and 
consequently the symmetry of deB:) on l)(X). 

APPENDIX II. REVIEW OF MOST DEGENERATE 
REPRESENTATIONS OF SO(P) GROUPS 

(i) The Laplace-Beltrami operator d(SJI-I) defined 
in (A6),1 (A7)1 has only a discrete spectrum 
S(d(SP-I»: -/{P/2}(/{P/2} + p - 2),/{JI/2} = 0, 1,2, .. " 
It == mI' 

(ii) The corresponding eigenfunctions in our 
biharmonic system are1. 24 

Y l •• ... ,l{.,.} ( ) 
m •• ·· ·,m[.,.] ill 

(N )
! 1] sin2

-
k f)k dilk .Mk·(2f)k) 

r k-2 
r r 

1 r 

X II exp (imk!pk), p = 2r, 
k~l 

= _1_ sinl-r f)HI dJr+1 (f)HI) 
(N

HI
)! Mm.O 

r r 

X II sin2
-

k f)k dilk,Mk·(2l,k) II exp (imk!pk), 
k=2 k=l 

p = 2r + 1, 
(AI) 

where ill is the set of variables f)2,"', f){P/2), 
!pI, ... , !p[P/2J: f)k E [0, t7T) k = 2, .. " r , !pI E [0, 27T), 
I = 1, ... , r , Dr+! €[O, 7T], and the indices in (AI) are: 

J k = Wk + k - 2), 
Mk = t(mk + lk-l + k - 2), (A2) 
M~ = !(mk - lk-l - k + 2) 

for k = 2, 3, ... ; 
Jr+! = IHI + r - 1, Mr+! = Ir + r - 1, (A3) 

Ik are nonnegative integers, mk are integers. Here 
12 , ••• , l{p/2) ' Imll, .. " Im[p/2JI and II == ml are re­
stricted by the conditions 

Im21 + Imll = 12 - 2n2 , Im31 + 12 
= 13 - 2n3 , •• " Imrl + Ir- l = Ir - 2nr, (A4) 

nk = 0, 1, ... , {ilk}' 
\ 

k = 2,3,"', r, (AS) 
nr+l = 0 , ... , IHI• 

'4 We use d function as defined in: M. E. Rose, Elementary 
Theory of Angular Momentum (John Wiley & Sons,Inc., New York, 
1961), p. 53. 
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The normalization factors in (AI) are 

f' 1 
N = 27Tf'II----

f' k=2 lk + k - 1 ' 
1 f' 1 

Nf'+! = 47Tf' II . (A6) 
2(1'1'+1 + r) - 1 k=2 lk + k - 1 

(iii) The completeness re1ations25 : 

r ylo":::I{~/s} (W)yI2'.::::l{~/2}' .(w)dll(w) 
)SO-1 fflb .ffl[0/2] m,. .m[./2] r 

{p/2) [21/2] 

= IT I5 lk !k' II I5 fflkfflk " (A7) 
k=2 k=l 

'5' y!2.··· .Ho/s} ( )yl ••...• !(p/2) ( ') X mit ... ,m[p/2] CO mh ... ,m'(p!2] CO 

= I5(W - W'; p),12 (AS) 

where oN' is the set of values of indices 12 , ••• , m[p/2J 

restricted by (A4) and (A5), and dft(w) is the left 
invariant measure on Sp-1 defined by 

25 The proof of the completeness of the set of harmonic functions 
yls' ..... {~/') (ro) in ~(SP-1) in another coordinate system is given 

m" ••• ,m[ p/2] 
in Ref. 3. 
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{
IT cos {}k sin2k-S {}k d{}k IT dq}, 

dP(Wp-1) = k=2 f' k=l P = 2r, 
sin2r-1 {}r+! d{}'1'+l II COS {}k 

k=2 f' 
X sin2k

-
s {}k d{}k II dql, P = 2r + 1, 

k=l (A9) 

(iv) There is no need to go to the space of Fourier 
transforms to define the unitary irreducible represen­
tations. Therefore, we consider the space ~(Sp-1). 
The unitary irreducible representations are classified 
by the number l{pI2)' l{p/2) = 0, 1, 2, ... and they are 
defined by 

SO(p):3 g -+ (Ugy~~:: ::~~~/I])(w) 
= yI2.··· .!{pIS} (g-lW) E ~1{./2)(SP-1) 

fflb •••• m [oil] ~ , 

where ~!(p/2)(Sp-1) is the subspace of the space 
~(Sp-1) determined by the vectors y! •• '::: !(012) (w) 

ml' • m[pl.] 

with fixed 1(21/2)' 

(v) The decomposition of the quasi-regular repre­
sentation (2.2) into the irreducible ones is trivial as 

ct) 

~(sp-1) = ~ EB ~!{0/2}(Sp-1). 
I{O,I)=O 
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A simple recursion scheme is set up for the higher derivatives of functions of the form f(lX. {3)( IX + {3)-1 
and f(lX. {3, Y)(IX + {3 + y)-1 and applied to the rapid calculation of the Calais-Lowdin two-particle 
atomic integrals. 

I N various branches of theoretical physics integrals 
occur which can be expressed in the general form 

r (0( R) = (_ ~)!(_ i.)m f(O(, P) . (1) 
!m 'P 00( op 0( + p 

Application of Leibnitz' theorem to the differentiation 
with respect to both variables yields 

r _ I! m! (A' + p')! 
!m - ~ A! A'! p! p'! (0( + P»).'+Il'+! 

X (- :O(Y ( - :p) f(oc, P), 
A + A' = 1, ft + p' = m. (2) 

The recurrence relation for the binomial coefficients 

(A' + p')! = (AI + pI) 
A/!ft/! A' 

= (AI + p.' - 1) + (AI + ft' - 1) (3) 
A' A'-l 

'" Permanent address: Department of Mathematics. University of 
Salford, England. 

can be applied to each term in the sum (2) except the 
term with A = p = 0, with the result 

rim = 0( : p [lrl-l.m•n + mrZ.m-1,n 

+ ( - :J (- :pff(O(, P)} (4) 

This recurrence formula can be used to particular 
advantage in the evaluation of atomic two-electron 
integrals for the case of exponential correlation 

r!mn(O(, p, y) 

= f f exp (-ocr1 - pr~_ - yr12)ri-1rr-1r~21 d~l dSr2, 

(5) 

where the integration is to be taken over all possible 
positions r1 and r 2 of the two electrons and r12 denotes 
their separation. These integrals were discussed by 

t Permanent address: Department of Theoretical Chemistry, 
University of Warsaw, ul. Pasteura I, Warsaw 22, Poland. 
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Calais and Lowdin1 and expressed as series expansions 
on the basis of the relations 

rooo = (471)2[(OC + fJ)(oc + y)({J + y)]-l, (6) 

rzmn = (-%oc)/(-%fJr(-%y)nrooo ' (7) 

The same integrals had already been employed by 
the writers in their treatment of the S states of helium­
like atoms and ions,2 but they were evaluated 
recursively by the method described in this note. 
Application of (4) to (6) and (7) yields 

r /mn = (oc + fJ)-I[lrl_1,m.n + mrl.m-l.n + BI.m;nJ, 
(8) 

where 

_ ( O)I( ° )m( o)n (477)2 
Bj,m;n - - ooc - ofJ - oy (oc + y)({J + y) . 

(9) 

The same relation (4) applied to the variables oc and 
y in (9) yields 

B,.m;n = (oc + y)-I[IBz_1.m;n + nB1.m;n-l + A';m,n], 
(10) 

where 

(11) 

Alternatively one can use the ratios 

r~mn = r1mn/(l! m! n I), B;m;n = Blm;n/(l! m! n 1) (12) 

for which (8) becomes 

r;mn = (oc + {Jrl [(1 - <510W:-I,m,n 

+ (1 - <5mo)r £m-l,n + B;m;n] (13) 

and correspondingly for (10). Evaluation of a set of 
such integrals with 0 ~ I, m, n ~ 12 on the Remington 
Rand Univac Scientific 1103 A computer took 
approximately 10 sec, the time required for their 
evaluation by the series expansionl had been esti­
mated to as many minutes. In addition, the terms on 
the right-hand sides of (8), (10), and (13) are all 
positive so that the maximum accuracy of rounded 
numbers remains preserved. 

Another set of integrals to which the relations (4) 
can be usefully applied are the overlap integrals 
between two spherically symmetric Slater-type orbitals 
centered on two atoms A and B a distance R apart. 3.4 

1 J. L. Calais and P. O. Lowdin, J. Mol. Spectry. 8 203 (1962) 
cf. also P. J. Roberts, J. Chern. Phys. 43, 3547 (1965).' ' 

I W. Kolos, C. C. S. Roothaan, and R. A. Sack Rev Mod Phys 
32,178, (1960). ' • . • 

: C. C. J. Roothaan, J. Chern. Phys. 24,947 (1956). 
K. Ruedenberg, K. O-Ohata, and D. G. Wilson J. Math Phys 

7, 539 (1966). ' •• 

The integrals 

rl,m(oc, (J) = I exp (-ocr A - fJrB)r".i1r'B-1 d~ (14) 

satisfy the relation (1) with 

477 e-fiR _ e-flR 
r oo(oc, fJ) = -- . (15) 

oc + fJ ocR - fJR 

The recurrence relations resulting from the applica­
tion of (4) to (14) and (15) have already been derived 
by one of the authors3 by means of integration by 
parts, but to obtain the result he made use of spheroi­
dal coordinates which are not required in the present 
approach. The derivatives of the second factor in (15) 
have recently been discussed in detail by Ruedenberg, 
O-Ohata, and Wilson'; provided these are given 
accurately, the relations (4) provide a stable process 
for obtaining the run for large 1 and m beginning with 
the formula (15). 

A number of generalizations of (4) follow straight­
forwardly. Thus for 

rtmioc, fJ, y) = (_ ~)I(_ :E..)m(_ 1.)n I(oc, (J, y) , 
ooc ojJ oy oc + fJ + y 

(16) 
the formula becomes 

and correspondingly for more variables. One or other 
of the indices 1 or m may be negative, corresponding 
to a repeated integration with regard to the relevant 
variables; the recurrence relation (4) is still valid in 
this case, but the intervention of the factor 0 prevents 
any connection between expressions with a negative 
index I and those with 1 ~ O. However, if a few such 
integr~ls are evaluated by other means, e.g., by 
numencal quadrature, the remainder can be evaluated 
from (4); but as the terms may now be of either sign, 
care must be taken to avoid accumulation of roundoff 
errors. Similar considerations apply to expressions 
with fractional indices 1 and m. 
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The invariance hypothesis is used to derive the various multivariate distributions of the reduced-width 
amplitude. Simple expressions are given for the multi-level and multi-channel distributions valid for all 
dimensions of the random orthogonal matrix. . 

I. INTRODUCTION 

I N an earlier paper1 we derived the asymptotic 
reduced-width amplitude distributions using the 

method of moments. This derivation has the advantage 
that it does not use the weak assumption of level 
independence.2 It was shown that, in the limit of large 
dimension of the random orthogonal matrix, the 
distribution of the reduced-width amplitude is the 
same as the one obtained using the level-independence 
hypothesis.3 In this paper we show that exact multi­
level and multi-channel distributions of the reduced­
width amplitude, valid for all dimensions of the 
random orthogonal matrix, can be obtained. 

From the earlier paper1 we write the reduced-width 
amplitude Y;'e for level A and channel cas 

N 

YAe = 2.,aIlAJIIC' 
11=1 

(1) 

where apA are the elements of N x N random orthog­
onal matrix and Jpe are the overlap integrals of the 
channel function and the wavefunctions of the basis 
set, which is used for the expansion of the compound­
nucleus wavefunction. 

The joint probability distribution P({apA}) of the 
elements of random orthogonal matrix is given by4.l> 

p({ap).}))11dall)' = K-
1[g bC~la!;. - 1)] 

X [iV(ilapAapA) lfLdallA , (2) 

where K is the normalization integral. 

II. MULTI-LEVEL DISTRIBUTION 

Let us consider a single channel c and levels 
A = 1,2, ... ,n, where n < N. The joint probability 

1 N. UlIah, J. Math. Phys. 6, 1102 (1965). 
2 F. J. Dyson, J. Math. Phys. 3, 140 (1962). 
• T. J. Krieger and C. E. Porter, J. Math. Phys. 4, 1272 (1963). 
4 N. Rosenweig, Phys. Letters 6, 123 (1963); International 

Conference on Nuclear Physics with Reactor Neutrons, ANL 6797 
(1963), p. 302. 

5 N. Ullah, Nucl. Phys. 58, 65 (1964). 

distribution P({YAC})' using (1) and (2), can be written 
as 

P({Y;.c}) = K-1I[n ~(rAC - ilapAJpC)] 

X [fi ~(ila!A - t) ] 
X [}~~.&(ilaPAapA-) It'tdapA' (3) 

Integrating over the column vectors l = n + 1,···. 
N, Eq. (3) gives 

P({Y;.c}) = K-1I[n b(YAC - p~laIlAJIIC) ] 

x [n6Cta!A-1)] 
x [g.b(~lapAaPA) lltldapA' (4) 

where the normalization integral K is now the integral 
over n column vectors. 

Let us make an orthogonal transformation on the 
variables ap )" 

and choose 

N 

a~A = 2., COpaIlA , 
p=l 

( 
N )-~ 

C1P = Jpe 2: J!c , # = 1, ... , N. 
p=l 

(5) 

(6) 

Since C is an orthogonal matrix, the scalar products 
and the volume element remain invariant. Using this 
transformation in expression (4) and carrying out the 
integrations we get 

P({Y;.c}) = {r (iN)! n!(N - n)]}(1TN(y~»-!" 

[ ( 

n / )]t(N-n-2) 
X 1 - ~?~e N(y!> , (7) 

where 
1 N 

(y~) == (y~c) = N 2: J!c' 
p=l 

For n = N, we get 

P({YAC}) = r(!N)(1TN(y~»-iNb[ 1-(i?~e/ N(Y:» l 
(8) 

1095 
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Expressions (7), (8) give the exact multi-level single­
channel distribution of the reduced-width amplitude. 
Earlier results1,3,4 can be· obtained by expanding (7) 
for large values of N. 

m. MULTI-CHANNEL DISTRIBUTION 

We next consider a single level and m channels 
(m < N), cl, e2, ... , em. Using (1) and (2) the multi­
channel distribution P{{y.}) can be written as 

P({y.}) = K-
1J[fr ~(Y.I - fa"J".!)] 

1=1 ,,=1 

X ~C~la! -1) fJ da", (9) 

where we dropped the level index A, and K is again the 
appropriate normalization integral. 

By taking proper linear combinations of the 
quantities J".! 

m 

J~ei = "1 TilJ "ei , 
i=1 

(10) 

we can construct J' . which form m orthonormal " .. vectors in N-dimensional space. Expression (9) then 
becomes 

P({Yc}) = K-1J[ft <5 (Y.i - yn a,,(T-1)ikJ~'k)] 
1=1 "=l,k=l 

X ~(ila! - 1) fJ dap • (11) 

As we had done in Sec. II, we make an orthogonal 
transformation on the variables ap and now choose 

Cvp = J~c., 'J! = 1,' .. ,m. (12) 

Using this transformation and carrying out the inte­
grations in (11) we can write 

P({Yc}) = 

where I T/ is the determinant of the matrix T. 
Introducing the covariance matrix6 :'E 

(14) 

expression (13) becomes 

P({ }) _ reiN) 
Yc - r[!(N _ m)](?TN)lml:'Elt 

[ 
1 . ] I(N-m-2) 

X 1 - - (1', :'E-1 1') . 
N 

(15) 

For m = Nwe get 

P({Yc}) = r~i)N t <5[1 _1 (I'. :'E-1 1')]. (16) 
(?TN) NII:I N 

For m > N, P({yc}) involves additional b functions. 
This is because in an N-dimensional space we cannot 
choose more than N linearly independent J; vectors. 

IV. MULTI-LEVEL, MULTI-CHANNEL 
DISTRIBUTION 

The joint probability distribution P({Y).c}) for the 
multi-level, multi-channel case is more difficult to 
write down explicitly. We give an expression for the 
case of two levels A. = 1, 2 and two channels ct, e2. 
It is given by 

P(YI.l' 1'1.2, Y2cl' Y2C2) 

_ (N - 2)(N - 3)[1 _ 1.. {( I:-1 ) ( I:-I )} 
- 4?T2N21:'E/ N 1'1. 1'1 + 1'2, 1'2 

1 2]t(N-S) 
+ N2 1:'E1 (1'1011'202 - Ylc2Y261) . (17) 

Similar expressions can also be derived for the case 
of unitary and symplectic ensembles defined by Dyson.2 

• T. w. Anderson, An Introduction to Multivariate Statistical 
AnalysiS (John Wiley & Sons, Inc., New York, 1958), Chap. II. 
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The Wigner method of transforming quantum-mechanical operators into their phase-space analogs is 
reviewed with applications to scattering theory, as well as to descriptions of the equilibrium and dynamical 
states of many-particle systems. Inclusion of exchange effects is discussed. 

I. INTRODUCTION 

THE ensemble expectation value of a quantum~ 
mechanical operator A is expressed in the usual 

formulation of quantum statistics, as the trace of pA, 
namely, 

(A) = Tr pA, (1) 

where p is the von Neumann density matrixl defined by 

p = .I Wi l4>it))(4).(t)l, (2) 
i 

where Wi is the probability that the system will be in 
the state 14>,;(t». The density matrix satisfies the 
equation 

ili(op/ot) = Hp - pH, (3) 

where H is the Hamiltonian of the system under 
consideration. In equilibrium, for a canonical en­
semble one has 

p = e-PHITr e-fJH• (4) 

In calculating expectation values of physical 
interest one may choose any convenient representation 
in which to work. Wigner2 in 1932 introduced a 
method for evaluating expectation values which is 
particularly suitable for "almost classical" systems 
in that it expresses the expectation values as a power 

• The portion of this work carried out at the University of 
Michigan was supported by the U.S. Atomic Energy Commission. 
Some of this material is based on portions of a thesis of one of the 
authors (M. R.) presented to the University of Michigan in partial 
fulfillment of the requirements for the Ph.D. degree. 

t Present address: Conductron Corporation, Ann Arbor, 
Michigan. 

t Present address: Plasma Physics Laboratory, Princeton, New 
Jersey. 

§ Present address: General Electric Company, TEMPO, Santa 
Barbara, California. 

II On sabbatical leave, academic year 1964-1965 at Middle East 
Technical University. Permanent address: Department of Nuclear 
Engineering, The University of Michigan, Ann Arbor, Michigan. 

1 J. von Neumann, Mathematical FOllndatioll of Qualltum Mechall­
ics (Princeton University Press, Princeton, New 1ersey, 1955). 

I E. Wigner, Phys. Rev. 40, 749 (1932). 

series expansion with respect to Planck's constant. 
For such systems the expansion may be expected to 
converge rapidly. Another important advantage of 
this method is that there are direct classical analogs 
of the quantities and operations used. In particular, 
the analog of classical phase space is introduced into 
quantum statistics. In this way the expectation values 
of physical variables may be expressed in terms of 
a phase-space integration. The purpose of the present 
study is to review various fields of application of this 
method.s 

In Sec. II, we demonstrate that the Wigner method 
can be defined as a means for associating a c-number 
function in phase space with every operator which is 
a function of position and momentum operators. 
This rule, in fact, is the inverse of Weyl's rule, 
which is used to calculate quantum-mechanical 
operators from classical quantities. However, it is 
interesting to observe that there are various equiva~ 
lent ways of stating the association which are, in many 
cases, simpler than Weyl's rule. Various properties 
and applications of this correspondence can be found 
in Sec. III. Section IV is devoted to the application 
to scattering theory. A method of inclusion of ex­
change effects in the previous results is given in Sec. 
V, where the second quantized formalism is also 
discussed. 

Application to the equilibrium case (for Boltzmann 
statistics) is given in Appendixes A and B, where the 
equation of state is derived up to the order Ii'. 

a There are several papers published which deal with the Wigner 
distribution function. Some of the basic references are: H. 1. 
Groenewold, Physica 11.405 (1946); 1. E. Moyal, Proc. Cambridge 
Phil. Soc. AI5, 99 (1949); 1. H. Irving and R. W. Zwanzig, 1. Chcm. 
Phys. 19. 1173 (1951); H. Mori, I. Oppenheim, and 1. Ross, in 
Studies ill Statistical Mechallics, J. de Boer and G. E. Uhlenbeck, 
Eds. (North-Holland Publishing Company, Amsterdam, 1962), 
Vol. 1. 
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n. WIGNER DISTRIBUTION FUNCTION 

We restrict ourselves to Boltzmann statistics in 
this section, so that exchange effects are ignored. Also, 
we assume that the Hamiltonian of our system depends 
only on the position and momentum operators R 
andP.f. 

WignerZ defines a distribution function Iw(r,p) as 
the Fourier transform of the off-diagonal elements of 
the density matrix 

!.(r, p) = (21Tlir3N f dz exp (ip . z/Ii) 

x (r - ~ I pi r +~) (5a) 

= (21T1i)-8N f dk exp ( - ir . k/ Ii) 

x (p - ~ I pip + ~> (5b) 

It is easily verified that Iw has the following properties: 

f dp!",(r, p) = (rl p Ir), (6a) 

f dr!w(r, p) = (pi pip), (6b) 

and, evidently 

f dr dp!w(r, p) = Tr p = 1. (6c) 

Corresponding to a quantum operator A(R, P), 
we define a function Aw(r, p) by an equation analogous 
to (5): 

A.(r, p) = f dz exp (ip' z/Ii)(r - ~ I A I r + ~) 
(7a) 

= f dk exp (-ir' k/Ii)(P - ~ I A I p + ~). 
(7b) 

which we call the Wigner equivalent of A. Thus we 
see that I. is simply (21T1i)-3N times the Wigner equiv­
alent of the density matrix p: 

Equation (9) is the key result of the Wigner method, 
since it expresses the ensemble average of an operator 
A as a phase space integral. 

The rules (5) or (7) for Wigner equivalent operators 
are actually equivalent to Weyl's rule5 for defining 
the classical analog of a quantum operator. This rule 
may be stated most conveniently starting with the 
Fourier transform of the classical function Aw(r,p): 

oc.(O", T) = f dr dp exp [-i(O" . r +T . p)/Ii)Aw(r, p). 

(lOa) 
Then A(R, P) is defined from 

A(R, P) = (2!1i)6N 

X f dO" dT exp [i(O" . R + T • P)/Ii]oc.(O", T). 

(lOb) 

That the Weyl rules (10) relating A and Aware 
identical with the Wigner rules, (7) is shown below. 
[Also, we show that Eqs. (10) "work both ways". 
Given Aw one may determine A, and vice versa.] 
There has apparently been some confusion in the 
literature, in which one frequently finds the statement 
that Eq. (9) holds with/w defined through Eq. (5) and 
AID through (10). 

The equivalence of (7) and (10) may be proved as 
follows. We begin by proving the completeness (and 
orthogonality) of the operators exp [i(O" . R + T • P)]/Ii 
in the space of operators of the form A = A(R, P). 
We first write 

exp [i(O" . R + T • P)/Ii] 

= exp [iO"' R/Ii] exp [iT' P/Ii] exp [iO"' T/21i], (11) 

by making use of the identity eA+B = eAeBel[B.A] 

(true if the commutator [B, A] commutes with both 
A and B). Since exp (iT' p/Ii) Ir) = Ir - T), we have 

(r'l exp [±i(O" . R + T • P)/Ii] Ir) 

= exp [±iO" . (r =t= t)/Ii]()(r' - r ± T), (12) 

which implies that 

Tr exp [-i(O" . R + T • P)/Ii] = (21T1i)3N()(0")()(T). (13) 

!w = (21T1i)-3N Pw . (8) Therefore 

Furthermore, from (5) and (7) 

Tr pA = f dr dpAw(r, p)!w(r, p). (9) 

10 In our notation, r, p represent 3N-dimensional vector c numbers 
for position and momentum variables and R. P represent the corre­
sponding vector operators. A 3N-dimensional scalar product is 
written as R.P or r.p. Also. R;. Pi: r I. Ph etc. denote ordinary 
~onal vectors associated with the ith particle. 

Tr exp [-i(O"' . R + T' • P)/Ii] exp [i(O"' R + T' P)/Ii] 

= Tr exp {-i[(O"' - O")R + (T' - T)P]/Ii} 

X exp [ - ~ i (T' . 0" - 0"' • T)} (14a) 

= (21T1i)3N()(0"' - O")()(T' - T). (14b) 

5 H. Weyl, The Theory of Groups and Quantum Mechanics (Dover 
Publications, New York, 19S0). 
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[Equation (14a) was obtained trivially using the 
identity below Eq. (11).] 

We thus have proved that the operators 

(271l0-SNI2 exp [i(O" R + T • p)fli] 

are orthonormal. To prove completeness we attempt 
to expand an arbitrary operator A(R, P) in terms of 
these functions: 

A(R,P) = f dO'dToc(O',T)exp [i(O" R + T' P)/Ii]. (15) 

If the expansion exists then the coefficient oc(O', T) 
can be calculated by multiplying Eq. (15) by 
exp [-i(O' . R' + T • pi)] and using Eq. (14): 

0(0', T) = (21TIi)-3N 

X Tr {A(R', Pi) exp [-i(O' . R' + T' P')/Ii]}. (16) 

To prove that the expansion (15) exists, i.e., to prove 
completeness, we substitute from (10) into (15) and 
prove that the result is an identity, say by taking 
matrix elements in the position representation. 

(rl Air') = (21T1i)-SN f dO' dT dr" dr'" (r"l Air"') 

x (r"'l exp [-i(O" R' + T' P')/Ii] Ir") 
x (rl exp [i(O" R + T' P)fli] Ir'). (17) 

Making use of Eq. (13) and carrying out the trivial 
integration, Eq. (l7) is seen to reduce to the identity 

(rl Air') = (rl A Ir'), (18) 

which proves completeness (in the weak topological 
sense at least). 

This proof permits us to consider Eqs. (10) to work 
in either direction, i.e., given A(R, P), then Aw(r,p) 
can be found and vice versa. Thus there exists a one­
to-one correspondence between A(R, P) and the 
c-number functions Aw(r, p). 

where Aw and Bw are related to A and B through 
Wigner's rule (7) or equivalently Weyl's rule (10). In 
particular, the Wigner distribution function, /w(r,p) 
is simply (21T1i)-sN Pw, where Pw is the Wigner equiv­
alent of the density matrix. 

m. WIGNER EQUIVALENT OF OPERATORS 

From the results of the previous section, we 
immediately deduce the following properties: 

(a) if A = A(P) (i.e., independent of R), 
then Aw = A(P); 

(b) if A = A(R), then Aw = A(r); 
(c) if A = const, then AW = A; 

(d) Tr A = (21T1i)-3N f dr dpAw(r, p); 

(e) f dpAw(r, p) = (21T1i)3N (rl Air); 

(f) f drAwer, p) = (21T1i)3N (pi Alp); 

(g) (rl Air') = (21T1i)-3N f dp exp rip . (r - r')/Ii] 

x AwO(r + r'), p) 

(20) 

= (21T1i)-6N f dO' exp [iO' . (r + r')/21i] 

x oc(O', r' - r); 

where oc(O', T) is the Fourier transform of Aw(r.p) as 
in Eq. (lOb). 

Wigner Equivalent of Products 

Next we consider the Wigner equivalent of a product 
of operators AB, and derive a formula which expresses 
(AB)w in terms of Aw and Bw' We have 

(AB)w = f dz exp (ip . zjli){r - lzl AB Ir + tz) 
(2la) 

= f dz dr' exp (ip . z/Ii) 

X (r - tzl A Ir')(r'l B Ir + lz), (2lb) 

Finally, it is trivial to prove now that definitions 
(7) and (10) are equivalent. It is only necessary to 
substitute the expansion (lOb) into (7a), use Eq. (12), 

or and carry out the trivial integration, whereupon the 
(AB)w = (21T1i)-12N f dz dr' exp (ip . z/Ii) Fourier inverse of (lOa) is obtained. 

In the next section we consider various properties 
of the correspondence between A(R, P) and Aw(r, p). 
In particular, we show a third rule for defining this 
equivalence (Groenewold's rule) which frequently is 
simpler to apply than either Wigner's or Weyl's rules 
[Eqs. (7) and (10), respectively]. In summarizing the 
results of the present section we have shown that 
given any two operators A(R, P) and B(R, P) that 

Tr AB = (21T1i)-3N f dr dpAw(r, p)Bw(r, p), (19) 

x f dO' dO" exp riO' . (r + r' - tZ)/21i] 

x cx(O', r' - r + lz) 
x exp riO"~ . (r' + r + tz)/21i] 

X P(O", r - r' + !z). (22) 

Here we have used Eq. (20g) for both A and B. Now, 
making the change of variables 

T = r' - r + lz, 7' = r - r' + lz, 
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we readily obtain 

(AB)", = (21T1i)-12N J d(l d(l' d'T d'T' 

x exp [i«(I . r + 'T' p)jli]rx«(I, 'T) 

X exp [i( (I' . 'T - (I . 'T')j2h]{J( (I', 'T') 

X exp [i«(I' . r + 'T' . p)jh]. (23) 

The factor exp [i(O" • T - 0" T')/2Ii] in the latter inte­
grand can be replaced by exp (1iA12i), where A is the 
Poisson bracket operator, i.e., 

L- ~ L- ~ 

A == V 1> • V r - V r • V"' (24) 

so that A",AB.,.. = (B",; A.,..) is the standard classical 
Poisson bracket. (The arrows on the 3N-dimensional 
gradient operators indicate the direction in which they 
operate.) We, therefore, obtain the formulas 

or 
oA",(t)/ot = (2/h)Hw sin (1iA12)AfD(t). (28b) 

Integration gives the formula 

A.,..(t) = exp [(2tjh)HfD sin (hA/2)]AtoCO). (29) 

To lowest order in h this is simply the classical 
equation of motion. 

Quantum Liouville and Bloch EqatioDs 

The so-called quantum Liouville equation, which 
determines the time evolution of the Wigner distribu­
tion function, can be deduced readily by forming the 
Wigner equivalent ofEq. (3) with the aid ofEq. (8). By 
similar manipulations used to obtain Eq. (28b), we 
get 

of.,..(t)/ot = -(2Ih)H.,.. sin (hAI2)/.C<t), (30) 

(AB).,.. = A.,..(r, p) exp (hAj2i)B.,..(r, p) (2Sa) which can be solved formally as 

= B.,..(r, p) exp (-hA/2i)A.,..(r, p) (2Sb) f.,..(t) = exp [-(2t/Ii)H.,.. sin (IiAj2)Jf.,..(0). (31) 

= Aw{r - (hj2i)V", p + (hJ2i)Vr)Bw(r, p). To the lowest order in h, the above equations reduce 
(2Sc) to the classical Liouville equation: 

The above result is due to Groenewold,' which, by of~/ot = -H.,..Af~ => f~ 
successive application, along with (20a)-{20c) permits = exp (-tHwA)f~(O). 
one to calculate the Wigner equivalent of any operator. 
This rule, then is equivalent to the two rules (Wigner's 
and Weyl's) described in the previous section. In 
particular, from Eq. (20d) 
"' 
Tr AB = (21T1i)-3N f drdpA.,..(r, p) exp (IiA/2i)B.,..(r, p) 

= (21Th)-3N f dr dpAw(r, p)B.,..(r, p). (26) 

To obtain the latter, we have performed 6N partial 
integrations on the former, which flip the arrows 
pointing to the left to the right, thus making A -+ O. 
This result thus agrees with Eq. (19). 

We see that A.,.. is expressed as a power series in Ii. 
Similarly fw is so expressed and, in particular, so are 
thermal expectation values. 

Wigner Equivalent of Heisenberg Operators 

(32) 

Equation (30) may be solved in powers of 1i2 starting 
from the classical distribution function. Such a 
procedure has, in fact, been followed by Wigner2 
and by Irving and Zwanzig.3 

For a canonical ensemble in equilibrium, one has 
[cf. Eq. (4)], 

(33) 

where n is the so-called unnormalized density matrix 
and Z{{J) is the partition function. Forming the Wigner 
equivalent, we get 

n - (e-PH) to - so' (34) 

which may be evaluated as a power series expansion 
with respect to an appropriate parameter. However, 
there is another way to handle this evaluation which 
is suitable for almost-classical systems, and which 
makes use of the equation? 

For A{t) = exp (itHjh)A(O) exp (-itHIIi), one has onlo{J = -Hn = -nH. (3S) 

oA(t)/ot = (i/Ii)(HA - AH). (27) The Wigner equivalent of the latter is 

Thus, upon forming the Wigner equivalent, we obtain 

oAw(t)/ot = (illi)[H.,.. exp (IiA/2i)Aw 

- Aw exp (hA/2i)Hw] 

= (i/Ii)[Hw exp (IiA/2i)A.,.. or 

- H.,.. exp (-hA/2i)A.,..1 (28a) 

an.,../o{J = -H.,.. exp (IiA/2i)n.,.. 

= -nw exp (hA/2i)HfII 

= - H w exp ( - hAI2i)n.,.. 

on.,../o{J = -HfII cos (liAj2)n"" 

(36) 

(37a) 

• H. J. Groenewold, Ref. 3; several properties of the Wigner 7 This approach has been used by I. Oppenheim and 1. Ross, 
method have been first given in this work. Phys. Rev. 107,28 (1957). 
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with 
0tiP = 0) = 1. (37b) 

Equation (37a) is known as the Bloch equation, 
which provides a means for calculating Ow (and thus 
/w) in powers of Iii, which calculation may be found 
in Appendix A. In this appendix, this method is 
employed to deduce the li4 correction in the equation 
of state. 

IV. APPUCATION TO SCATTERING THEORY 

The differential scattering cross section (in first 
Born approximation) for a system of interacting 
particles can be written in the forms 

(38) 

where C is a factor depending upon the momenta of 
the incoming and outgoing particles and upon the 
scattering potential for neutron scattering (which for 
neutron scattering may be taken as the Fermi pseudo­
potentiaI9). Also, E = liw and q = 1i'K are the energy 
and momentum changes in the scattering event. It is 
customary to express S(q, E) (called the "scattering 
law") in terms of Fourier transformed functions 
X(q, t) and/or G(r, t) as 

S(q, E) = (21f'1i)-lN J dt exp (-iEt/Ii)X(q, t) (39a) 

= (21f'1i)-lN J dSr dt 

x exp [i(q· r - Et)Ii]G(r, t). (39b) 

Thus X and G are related by 

X(q, t) = J d3r exp (iq • r)G(r, t) (40a) 

or 

G(r, t) = (21f'lirs J d3q exp (-iq • r)x(q, t). (40b) 

Explicitly X and G are related to the density fluctua­
tions of the scattering system: 

G(r, t) = (1. i Jd3r'<5(r + R.(O) - r') 
N i.i=l 

X <5(r' - R;(t»). (41a) 

X( q, t) == (1. I exp [- iq • ~(O)/Ii] 
N i; 

X exp [iq • Ri(t)/liJ). (41b) 

8 L. Van Hove, Phys. Rev. 95.249 (1954). 
• E. Fermi. Ric. Sci. 7, 13 (1938); G. C. Summerfield, Ann. Phys. 

(N.Y.) 16, 72 (1964). 

where R;(t) is the Heisenberg position operator 
corresponding to the jth scattering center (out of the 
total N). 

For almost classical systems, it is desirable to 
relate the cross section to the classical time-dependent 
correlation function 

GO(r, t) = 1. I (15(r + r.(O) - ril»)o, (42) 
N i,J 

where (t5(r + r.(O) - r;(t))o denotes the classical 
thermal average. (In this way, scattering data can 
be used to give a physical picture of the scattering 
systemlO or alternatively, cross sections can be calcu­
lated from a knowledge of the classical mechanics of 
the scattering system.ll) 

Following the approach of Aamodt et al.,12 we 
consider from Eq. (4tb) 

Xii( q, t) = Tr p exp [ - iq • RlO)/li] 

x exp [iq • R;(t)/IiJ (43a) 

= J dp' dr'Alr', p')Bir', p', t), (43b) 

where, from the application of the Wigner rules 
derived in the previous section, we have 

Ai(r,p) = /w(r,p) exp (IiA/2i) exp (-iq. rJli) (44a) 
= exp (-iq. rilli) exp (-!q. Vp;)/w(r,p), 

(44b) 
and 

B;(r,p, t) = exp [(2tlli)Hw sin (IiA/2)] exp (iq. r;IIi), 

-'" 
(45a) 

= exp {(t/m)p· Vr - (2t/li)4>(r) 
"- -'" 

X sin (liI2) V r • V 1J} exp (iq • r ;/Ii). (45b) 

[In the last line we have used a special form for the 
Hamiltonian, namely, Hw = pi/2m + 4>(r).] Further, 
we observe 

1 
X(q, t) = - I Xiiq, t). 

N i.J 
(46) 

Here we consider only the lowest-order contribu­
tions in li,13 so that /w can be taken proportional to 
e-PH", (cr. Appendix A). We then can write 

Ai(r, p) = /w exp (-{3q2/8m) 

X exp ({3q • Pi 12m) exp (-iq • rilli), (47) 

10 B. N. Brockhouse in Proceedings of the Symposium on Inelastic 
Scattering of Neutrons in Solids and Liquids (International Atomic 
Energy Commission, Vienna, 1960). 

11 R. Nossal, Phys. Rev. 135, A1579 (1964). 
12 R. Aamodt, K. M. Case, M. Rosenliaum. and P. F. Zweifel, 

Phys. Rev. 126, 1165 (1962). 
13 Higher-order corrections are studied in a paper by M. 

Rosenbaum and P. F. Zweifel, Phys. Rev. 137, B271 (1965); Also 
see M. Rosenbaum, Doctoral Thesis, University of Michigan (1964). 
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where we have used the Taylor's series property 

exp (-a. Vp)f(P) = f(P - a). (48) 

To the same order 

Bi(r,p, t) = exp (tHwA) exp (iq • rilli) (49a) 

= exp [iq • r;(t)/Ii]. (49b) 

Thus to lowest order 

x(q, t) = ~ ~ f dp' dr'fw exp (-(Jq2j8m) 

X exp «(Jq • p~/2m) exp (-iq • rilli) 

and 
X exp (iq • rit)IIi], (50) 

G(r, t) = ~ (21Tlir3 f d3q exp ( - iq • r) 

X exp (-(Jq2/8m)(exp «(Jq • p.12m) 

x exp (-iq • rilli) exp [iq • rj(t)/Ii]). (51) 

Suppose, in Eq. (51), we replace riCO) + ipi(0)(JliI2m 
by rlii(JIi), which is correct to order li2. Then 

G(r, t) = (21T1i)-SN-1 f d3q exp ( - iq • r) 

X exp (-(Jq2/8m)(exp [iq • rtCt)lli] 

Now let us consider the scattering law as Ii -- 0; 

Seq, E) = (21T1i)-lf dt exp (-iEt/Ii) 

x ! fdP drA,BJ • (55) 
.,:1 

Changing the dummy variable by t = li7', and utilizing 

(44) and (45), we obtain 

Seq, E) = exp (-(Jq2/8m) ~ f dp drfw 

x exp «(Jq • p./2m) exp ( - iq • ril Ii) 

x (21T)-1 f d7' exp (-iE7') 

x exp [iq . rl7'Ii)IIi]. (56) 

Assuming the limit Ii -+ 0 can be taken before the 
integrations, we can replace r kili) -- r:l + TliPJlm to 
get 

Seq, E) = exp (-(Jq~18m) exp ({JE/2) ~ f dp drfw 

where 

x exp [iq • (ri - ri)llil~(E - q • Pilm) (57a) 

= 1. sl(q, E) ! f drnN 
N i,:I 

X exp [iq • (ri - r,)/lil, (57b) 

x exp [- iq • ri(li(JIi)]) (52a) SO(q, E) = N(m(J121Tq2)! exp (-(Jq2/8m) 

= (21T1i)-3N-1 f d3q exp ( - iq • r) 

X exp (-(Jq2/8m)(exp [-iq • riO)] 

x exp [iq • rlt - ti(JIi)]). (52b) 

To obtain Eq. (52b) time-translational invariance has 
been employed. 

Referring now to (39b), we see, after some trivial 
manipulations, that 

Seq, E) = exp ({JE/2) exp (-(Jq2/8m)So(q, E), (53) 

where So(q, E) is related to Go(r, t) through Eq. (39b). 
This is the desired result (to lowest order in Ii) since 
it expresses the cross section in terms of the Fourier 
transform of the classical time-dependent correlation 
function. It is referred to as the "quasi-classical" 
approximation. 

The integration of Eqs. (52) can be carried out 
explicitly, to give 

1 (2m)! G(r,t) =- -
N 1T1i 

x ! (exp {-(2m/(Jli2)[r + riO) - rj(t - li(JIi)J}. 
ii 

(54) 

X exp ((JE/2) exp (-m(Je2/2q2) (58) 

is the scattering law corresponding to the ideal gas, 
and nN = J dpfw. It is noted that the "self-terms", 
i.e., i = j, give the ideal gas result. For the case of 
binary central potential we obtain (with p = Nlv) 

Seq, E) = sl(q, E)[ 1 + p-l f d3rn2(r, 0) 

X exp (iq • r/1i)] 

= SO(q, E)[ 1 + p f d3rg(r) exp (iq • rlli)} (59) 

where n.(rl, ... , r.) is the s-particle reduced distribu­
tion function in configuration space: 

n.(rl' .. " r.) = [N!/(N - S)l]f nN ~r'+l ... d3rN' 

(60) 

and g(r) = p-2n2(r,0) is the usual radial distribution 
function. In deriving (59), we have also used the 
translational invariance property, viz., for any a, 

n.(r, ... , r.) = n.(r + a, ... , r, + a), (61) 

which follows from the homogeneity of the scattering 
system. 
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For an ideal gas nN = V-N; nz = N(N - I)V-Z; 
thus Seq, €) = SO(q, €) if one drops the ~ontribution 
of the "distinct terms" (i ¢ j) which corresponds to 
the incident beam (q = 0, € = 0) in the first Born 
approximation.1u3 

The point here is that if the limit Ii - 0 is taken 
before the t (or 7) or (r, t) integrations are performed, 
one gets a manifestly incorrect result, i.e., basically 
the ideal gas result for any system. It is important to 
go to the limit correctly, i.e., to use the "quasi­
classical" approximation. 

V. SOME CONSIDERATIONS FOR THE 
INCLUSION OF EXCHANGE EFFECTS 

It can be verified that [II is Hermitian, and also that 

U p[1I = elPI[1I = [IIU p, (66a) 

[11[11 = [II, (66b) 

[IIA[II = AS[II = [liAS, (66c) 

where AS = (lIN!) Ip UpA. If A is symmetrical 
(that is, U pA = A, for all P) then AS = A (as is the 
case for all observable operators). We thus drop the 
superscript S. 

In this notation, the matrix elements 

lI(rl A Ir')11 = N! (rl [IIA[II Ir') 

= N! (rl A[II Ir'). 

(67a) 

(67b) 

In previous sections, we have assumed the Therefore, from Eq. (63), we obtain, using (2Sa), 

Boltzmann statistics to hold in the system at hand, All ( ) A ( ) (liA/2·)[II( ) ill r, P = w r, p exp 'w r, p , 
so that the exchange effects due to the symmetry of the 

(68) 

system have been ignored. We now outline a method 
which enables one to modify the previous results to 
include such effects. 

For simplicity, we assume that the particles in the 
system are all identical, so that the state vectors (for 
example, in the coordinate representation) can be 
written as 

Ir)8 = (N!)-t I eIPIIPr), (62) 
P 

where the summation is over all permutations P of 
r, ... , rN, IFI is the parity of P, and () = 1 for bosons 
and e = -1 for fermions. 

The symmetrized (or antisymmetrized) Wigner 
equivalent of an operator A is then written as 

A~(r, p) = I dz exp (ip· z/h) 

X \r-~IAlr+~)/N! 
= I dk exp (-ir. k/Ii) 

X \p - ~ I A I p +~) / Nl. (63) 

Our aim in this section is to express A~ in terms 
of the previously defined quantity Aw. 

Let us associate with every P an operator Up defined 
as 

Up Ir) = IPr). (64) 

It is readily seen that Up is unitary, namely U~ = 
Up - 1 = Upl. Also, let 

[II = (I/N!)!eIPlup. (65) 
p 

where [~(r, p) is the symmetrized Wigner equivalent 
of the identity operator [i.e., Eq. (63) for A = 1], or 
it is the ordinary Wigner equivalent of [II. 

In order to calculate the expectation value of an 
operator A, we consider the definition 

(A) = I Wi (<Pil A I<pi)' (69) 
i 

Because of the symmetry of the system, the state 
vectors in the position representation possess the 
invariance property 

(r I <Pi) = ()IPI (Pr I <Pi) 

for any P. Thus 
= ()IPI (rl U l' I <Pi) 

(A) = (I/N!)2 I I elPl+IP'1 I wiIdr dr'(Pr I <Pi) 
p' p i 

(70a) 

(70b) 

X (<Pi I P'r')(r'l Air), (71a) 

(A) = (liN!) I dr dr,lI(r'l p Ir/(rl Air'), (71 b) 

where we have used the definition (2). With Eq. (67), 
we thus have 

(72) 

since p is symmetrical. Using our previous results, 
we get 

where 

(A) = I dr dpj~(r, p)Aw(r, p), 

j~ = (2'TT1i)-3N pw(r, p) exp (liA/2i)[~(r, p) 

= (2'TTlir3N[~(r, p) cos liA pw(r, p). 
2 

(73) 

(74a) 

(74b) 

In the last step we have used the relation [lIp = p[lI. 

Alternatively we can write 

(A) = I dr dpjw(r, p)A~(r, p). (75) 



                                                                                                                                    

1104 IMRE, OZIZMIR, ROSENBAUM, AND ZWEIFEL 

We thus have reduced the calculation of the ex­
change effects to the evaluation of the quantity 

N!]~ = ~ O'P'f dz exp (ip' z/Ii) 

x <5(r - Pr - !z - !pz) (76a) 

= ~ OIPI f dk exp (-ik . r/Ii) 

x <5(p - Pp - !k - !Pk). (76b) 
Let us note that ]~ is an even function with respect 

to both rand p. This can be seen by using the property 
<5(r - Pr') = <5(r' - p-lr) and changing the dummy 
variables z __ -z, P -+ p-l in (76a). This manipulation 
shows that the factor exp (ip . z/Ii) in the integrand 
can be replaced by cos p . z/Ii (therefore I! is real). 
Similar manipulations on (76b) yield the symmetry 
property with respect to r. 

. Secondly, we observe that the term in Eqs. (76) 
corresponding to the identity permutation is 1, which 
corresponds in tum to Boltzmann statistics. [The 
factor N! is to be replaced by (1 !)N = 1 in the latter 
statistics, since all particles are distinct.] The evalua­
tion of I~ as a power series in Ii is not appropriate 
because of the essential singularity at Ii = O. One can 
reduce this evaluation to the calculation of the con­
tributions of cyclic permutations. 

Second Quantized Approach14 

An alternative way to handle the problem of 
inclusion of the exchange effects is to utilize the second 
quantized formalism. The (anti)symmetrized position 
ket vectors can be written as 

]lIlr) = (N!rt,/(rl) ... ,/(rN) 10), (77) 
where 1p{r) and its Hermitian conjugate ",t(r) are the 
annihilation and creation operators which satisfy the 
usual (anti)commutation relations corresponding to 
(fermions) bosons. The matrix elements 

lI(r'l A Ir)1I 

= (01 ",(rN-+l) ... 1p{rN-+l)A",t (rl) ... ",\rN) 10) (78a) 

= Tr A", t(rl) ... '" t(rN)1p{rN) ... 1p{r~), (78b) 
where we have used the fact that the total number of 
particles, N, in the system is constant. Substituting 
in Eq. (73), and utilizing (20g) we obtain 

(A) = f dr dpf~(r, p, t)Aw(r, p), 

where 

(79) 

f!(r, p, t) = (2rrli)-SN(N!rl f dz exp (ip' z/Ii) 

X Tr p(t)",t(rl + !Zl) ... ",t (rN + !ZN) 
X 1p{rN - !zN) ... 1p{rl - !Zl), (80) 

if For a general review, see W. E. Brittin and W. R. Chappell, 
Rev. Mod. Phys. 34, 620 (1962); also R. Balescu, Statistical Mechan­
ics of Charged Particles (Interscience Publishers, Inc., New York, 
1963), Part II. 

which represents the Wigner distribution function in 
the second quantized formalism. 

Equation (80) can also be written in the Heisenberg 
picture 

f~(r, p, t) = (N!)-1(2rrli)-SN f dz exp (ip . z/Ii) 

x Tr p(O)rt(r + !z, t)r(r - !z, t), (81) 
where 

r(r, t) = 1p{rN, t) •.• 1p{rl' t). (82) 

Let us assume, for simplicity, that 

HID = p2/2m + <I>(r), (83a) 

<I>(r) = I #,.ri - r /). (83b) 
i<i 

(We also assume that the interaction potential is real.) 
One then has 

ilio1p{r, t)/ot = -(li2/2m)V:1p{r, t) + $(r)1p{r, t), (84) 

where 

$(r) = f dBr' #,.r - r')",t(r')1p{r'). (85) 

Thus, r(r, t) obeys the equation (with V~ = Ii V:;), 

ilior(r, t)/ot = -(li2/2m)V~r(r, t) + <I>(r)r(r, t) 
N 

+ I $(r l)r(r, t)ON-I, (86) 
;=1 

where we have successively used the (anti)commutator 
relation 

[",(r), ¢er')], = 1p{r)#,.r' - r). (87) 

The last term in the right-hand side ofEq. (86) vanishes 
identically since there is no (N + I)-particle state. 
One readily finds 

ili.E. rt(r + !z, tW(r - !z, t) 
ot 

= [1i2/2mVz ' Vr - 2<1>(r) sinh !Vr ' z] 

xrt(r+~,t)r(r-~,t). (88) 

Equation (88) enables one to calculate the time rate 
of change of f~ to obtain 

(
01 2 liL.->.) -+-p.V - -,l.(r) sin-V 'V 
ot m r Ii 'f' 2 r fl 

x f!(r, p, t) = 0, (89) 

which is nothing but the quantum Liouville equation 
[cf. Eq. (30)]. 

In kinetic theory, one introduces the reduced 
distribution functions by integrating f! with respect 
to all state variables r, p but those belonging to one, 
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two, etc., particles. Let us define with i ~ (f., Pi), 

f '(1 ... S· t) = N! 
" " (N - S)! 

x f dSr.+1 •.. darN daP.+1 ..• dSpNf~, 

where we have used the "generic" normalization. 
By integrating Eq. (S9) one obtains the quantum 
BBGKY hierarchy: 

(! + .!. p' V,. - ~ ! ~fi - f i ) sin !IiV,.· t\) ot ~ Ii'<i~. 

X f~(1, ... , s; t) = ~ .i fdsr a+l d3pa+l ~f. - f,+1) 
Ii i=l 

X sin (lIiV,. . V,,)f!rl(1, ... , s + 1; t). (90) 

The right-hand side of Eq. (90) stems from the 
contribution of the last term in Eq. (S6) which does 
not vanish when s < N. 

Equation (90) [rather the first one (or two) of the 
chain] has been studied for various systems in which 
the radiation field, photon field, spin and relativistic 
effects are included.lli For further details, the reader 
is referred to Ref. 15.' 
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APPENDIX A 

Solution of Blodl Equation 

Although Eqs. (37) can be formally solved to 
obtain 

n .. = exp (-PH .. cos IiA/2), (AI) 

the evaluation of this resUlt is somewhat lengthy. 
Instead, here, for simplicity, we restrict ourselves to 
the case for which 

H .. = p2/2~ + W(r), (A2) 

where W(r) is the interaction potential which is usually 
assumed to be pairwise additive; i.e., 

W(r) =! ~Ifi - fi/)' (A3) 
i<i 

The Bloch equation for this case can be written as 

OX/oP = (1i2/S~)eP~V:e-P~x + tj>eP"I/2m 

X (1 - cos 1IiV,.· V")e-P,,I/2m, (A4) 

where we have set 
(AS) 

The first term in the right-hand side of (4) can be 
written as 

(1i2/S~)[V: - 2PV,.tj> • V,. - PV:tj> + P2(V,.tj»2]X' 

We also have 

exp (Pp2/2~) cos (!Ii)V,. . V" exp (_Pp2/2~) 
= exp (Pp2/2~) Re exp (!iIiV,.. V,,) exp (-Pp"/2~) 

'" = exp (Pp2/2~) Re exp [-P(p + !iIiV,,)/2~] 
L. ->. 

X exp (liIiV,. . V,,) 
'" L = exp (PIi2V:/S~) Re exp (-iPIiV,.· p/2~) 

.... .->. 

X exp (iIiV,,' V,,/2). (A6) 

Hence, one obtains, with X(P = 0) = 1, 

OX/oP = (1i2/S~)[V:X - 2PV"tj> • V"X 

- P(V:tj»X + p2(V,.tj»2X] + tj>X 

- [exp (1i2PV:/S~)tj>][cos (IiP/2~)V" 
L- .->. .... 

. p cos (l1i)V,,' V" + sin (IiP/2~)V" 
L .->. 

. p sin (!Ii)V,.· V,,]X. (A7) 

This equation can be solved by expanding X in 
powers of 1i2. To the lowest order, XO = 1, which 
corresponds to the classical case. To first order, one 
gets 

Xl = (Sm)-1[-(J2V2tj> + IP3(p' V)2tj>], (AS) 

which was first derived by Wigner.2 The second-order 
contribution can also be carried out although the 
calculation is somewhat lengthy. The result is 

X2 = ({J3/64m,,}{-lV'tj> + P[IV2(Vtj»2 

+ (l/3m)(p • V)2V2tj> + IVtj> • V(V2tj» + !(V2tj»2] 

- (J2[-hVtj> . V(Vtj»2 + (2/1Sm)Vtj>. V(p. V)2tj> 

+ 1(V2tj»(Vtj»2 + (l/3m)(V"tj»(p. V)2tj> 

+ (4/ISm)(V(p • Vtj»}2 + -h(p • V)'tj>] 

+ P3[-h(Vtj»' + (I/9m)(Vtj»"(p • V)"tj> 

+ (1/6~2)«(P • V)2tj>)2]}. (A9) 

In order to calcUlate the partition function Z 
we consider the relation 

(AI0) 

16 R. K. Osborn and E. H. Klevans, Ann. Phys. (N.Y.) 15, lOS or 
(1961); E. Ozizmir, Doctoral thesis, University of Michigan (1962); 

f dp drn .. = Z(2'TT1i)8N 

Z = (2'TT1i)-3N(x)o; R. K. Osborn, Phys. Rev. 130, 2142 (1963). 



                                                                                                                                    

1106 IMRE, OZIZMIR, ROSENBAUM, AND ZWEIFEL 

one obtains 

(All) 

where Zc is the classical partition function. One has 

Cl = (1/8m)[-{J2(V2rp)c + 1{J3«Vrp)2)c 

+ 1{J2(V2rp)cl 

= -([J2/24m)(V2rp)c. (AI2) 

and 

C2 = ({J3/4m~[L «Vrp)')c _ {J2 «V2rp)(Vrp)2)C 
288 72 

- ~~ (Vrp. V(Vrp)2)C + ~ «V2rp)2)C 

+ .f!.. (V rp • V(V2rp»C 
45 

+ 1:0 (V2(V cP)2)C - 6~ (V'rp)cl, 

= .L..[f!. «V2,J.i)· + 1... (V2(V Ji) 
144m2 8 'f' c 40 'f' C 

then the contribution to order 1i2 remains finite as 
N -+ 00. We now show that this is also the case for 
the term of order Ii'. 

To do this, we consider 

(Z/ZC)l/N = (1 + 1i2Cl + Ii'C2 + ... )l/N 

= 1 + 1i2(1/ N)Cl + 1i'[(I/ N)C2 

+ (1/2N)(I/N - l)C~] + 0(1i8
). (AI6) 

We have already seen that 

(1/N)C1 = -((J2/24mp) f cf1rnf(r, 0)V2rp(r), (AI7) 

which is bounded as N -+ 00, where r = Irl (not to 
be confused with 3N-dimensional vector r). 

We can write from (A13) (by making use of a 
vector identity and an integration by parts) 

(1/N)Cz = ({J3/1152m2N) 

X [{J«V2rp)2)C + 2: (rp(V . V)2rp)C - (V'rp)c 1 
(AI8) 

_ 2. (V'rp)cl. 
40 (A13) It is readily seen that 

The evaluation of Ca has been carried out by 
Goldberger and Adamsl8 using field theoretic methods. 
Our result, however, differs by a factor of i from 
theirs in the middle term of the last equation. 

The unsatisfactory part of the above analysis is 
that these coefficients blow up the limit N -+ 00. This 
can be seen by writing 

(V2rp)C = N p-l f d3rnf(r, 0)V2rp(r), (AI4) 

where nf(rl , ra) = nf(rl - r2 , 0) is the classical re­
duced distribution function in configuration space 
defined as in Eq. (60), and p = N/V (= finite). This 
difficulty was first observed by Mayer and BandY 

In order to remedy this difficulty, one can use the 
well-known property that the free energy per particle 
F/N is a finite quantity in this limit, as was shown by 
Kahn and Uhlenbeckl8 in general terms. In other 
words, Zl/N remains finite as N -+ 00 [cf. (A15)]. This 
can be observed to be true for the case of the harmonic 
oscillator; cf. Eq. (BIO). Greenl9 demonstrated that if 
one expands F/ N, instead of Z, to which it is related 
through the relation 

(AI5) 

18 M. L. Goldberger and E. N. Adams, II, J. Chern. Phys. 20, 
240 (19S2). 

17 J. E. Mayer and W. Band, J. Chern. Phys. 15, 141 (1947). 
18 B. Kahn and G. E. Uhlenbeck, Physica 5, 399 (1938). 
18 H. S. Green, J. Chern. Phys. 19, 9SS (19S1). 

(AI9) 

and 

If L ~ +; d3r d3r'nf(r, r', O)[rp(r)(Vr • Vr ,)2tfo(r')]. (A20) 

Therefore these quantities are both finite. Finally, we 
calculate 

1.. «V2rp)2)C = ~ fd3rnf(r, 0)(V2rp(r»2 
N p 

+ ; f d3r d3r'nf(r, r', 0)V2rp(r)V2rp(r') 

+ ; f d3r d3r' d3r"nf'(r, r' + r", rIff, 0)V2rp(r)V2rp(r'). 

(A21) 

The last term in this equation contains a part 
which is proportional to N. This part, in fact, com­
pensates the term -(1/2N)q which also blows up 
as N -+ 00. 

To see this, we introduce the cluster development20 

so T. R. Hill, Statistical Mechanics (McGraw-Hill Book Company, 
Inc., New York, 19S6). 
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as (by dropping the superscript C) 

n1 = P = G1, 
n2(r1, r2) = G2(r1, r2) + p2, 

nS(r1, r2, rs) = GS(r1' r2, r3) + p[G2(r1 , r2) 

+ cyclic terms] + p3, (A22) 

etc., where G. is the s-particle correlation function 
which vanishes as Irl -+ 00. The last term in the right­
hand side of(A21) becomes, after some manipulations, 

= ; I dBr d3r' d3r"G,(r, r' + r", r", 0)\12#,.r)\124>(r') 

+ ; I d3r d3r' d3r"G2(r - r' - r", 0) 

X G2(r",0)\12#,.r)\124>(r') 

+ :lI dBrnf(r, 0)V'2#,.r)r· (A23) 

The last term is the contribution of the part of the 
double-pair correlations which divides nir, r' + r", 
r' + r", r", 0) as 

G2(r,0)G2(r' + r", r") = G2(r, 0)G2(r', 0). 

This term blows up linearly with N. When (A23) 
is substituted in (A16) one finds that this term 
cancels the term qj2N; therefore the coefficient of 
;,' remains finite. 

The free energy, F, can then be written as 

F = Fc - (NjP) In (ZjZd1
/
N 

= F c - (;,2jP)C1 - (/i'jP) 

X [(C 2 - tC~) - (l/N)C~] + 0(;'6), (A24) 

a result which may be used to calculate the quantum 
corrections to the equation of state. 

To do this, we consider the definition of pressure20 

p = -oFjoV 

;,2 oC~ /i' a =pc_--_--
P oV P aV 

x [(C2 - tc~) - ~ C~J + 0(;'6), (A25) 

where pC is the classical pressure which is to be 
calculated from the classical equation of state. 

To evaluate the volume differentiations, one can 
consider the spatial integrations to be carried out in a 
box of length Vi. By changing the dummy variable 
r = xV!, so that the volume of integration becomes 
unity, the differentiation can be performed on the 
integrand.20 In general, one has, for an integrable 

function h(r1' ... , r., V), 

= (s - 1) I dBrl '" dBr.h(r1'···, r., V) 

+ IdSr ... dSr V ~ her •.. r V) 
1 • oV 1> '.' 

+ ! f dBrl •.. dBr •• ~ Vr, • (r •. h(r1' ••• , r., V». 
(A26) 

The last term vanishes if h vanishes sufficiently rapidly 
for large Ir11. 

Here for simplicity, we consider dilute systems; 
that is we ignore correlations involving more than 
two particles. We thus obtain 

where 

Al = (pp2j24m) f d3rg(r)\12#,.r) 

A2 = -(P2p2j1152m2){2P f dSrg(r)(V'24»2 

+ 4Pp I dSr d3r'g(lr - r'I)V'2#,.r)\12#,.r') 

+ 6Pp2f d3r dSr' d3r"g(lr - r' - r"1) 

x g(r")V'2#,.r)V'2ep(r') + -tp f d3rg(r)[c/>(V . V)2ep] 

+ iPp f d3r d3r'g(lr - r'I)[#,.r)(Vr • \\.)2c/>(r')] 

- -tP I dSrg(r)V"ep - 4p[f dSrg(r)\12ep Jl (A27) 

Here g(r) is the radial distribution function defined as 
p2g(r) = n2(r,0). (We have also dropped the contri­
bution of the volume differentiation of correlations, 
which may be small for dilute systems.) 

Our result, to the order /i2, coincides with those 
given by Uhlenbeck and Beth21 and also by Green19 

if one further assumes that 

g(r) = exp [-peper}}, 

a relation which is valid in the low-density limit. III 
In the latter case, it is possible to simplify further the 
quantities in (A27). 

21 G. E. Uhlenbeck and E. Beth, Physica 3, 729 (1936); 4, 915 
(1937). For an excellent review of this subject, see J. de Boer, Rept. 
Progr. Phys. 12, 305 (1949). 
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APPENDIX B 

Harmonic OsciUator 

For the harmonic oscillator, which is characterized 
by the Hamiltonian 

H", = p2/2m + Imah2, (BI) 

the Bloch equation (37) reduces to 

oD.",/ofJ = -H",D.", + (li2/8m) 

X [V: + m2w2V!]D.",. (B2) 

We seek a solution of (B2) of the form 

D.", = exp [-A(fJ)H", + B(fJ)], (B3) 

which yields the following equation: 

-(dA/dfJ)H", + (dB/dfJ) 

= -H", - (!li2)w2A + (!li2)W2Hw. (B4) 

Since the only (r,p) dependence in (B4) occurs in 
H"" its coefficient must vanish separately. Thus, we 

obtain 
A = (2/liw) tanh liwfJ/2, 

B = -In cosh liwfJ/2, 

(B5) 

(B6) 

where the initial condition D.(fJ = 0) = I has been 
used. 

The partition function can now be calculated by 
using Eq. (AlO), which yields 

Z = (1/liwA)3N[1/cosh (liwfJ/2)], (B7) 

and, therefore 

j", = (1/27T1i)3N(ID.",) 
= (wA/27T)3Ne-A(/lIH... (BS) 

Let us note that the free energy per particle is 
bounded as N -+ 00, since 

(F/N) = -(l/fJ) In Z(l/Nl 

= (l/fJ) In (liwA)[cosh OliwfJ»)l/N (B9) 

as was pointed out in Appendix A. One obtains 

lim (F/N) = (l/fJ) In [2 tanh (lliwfJ)]· (B10) 
N ... oo 
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Symmetries of the Bethe-Salpeter Equation for Relativistic Bound-State Problem 
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Possible dynamical symmetries of the Bethe-Salpeter equation in the ladder approximation for the 
bound state of two neutral scalar mesons interacting via a massless scalar boson have been investigated. 
It is shown that the Bethe-Salpeter equation exhibits an 0(5) or 0(4) symmetry according as E, the total 
energy of the system, is zero or nonvanishing and the corresponding no-invariance group being 0(5, 1) 
when E = 0 and the 0(5, 1) spectrum splits into! E8 0(4, 1) when E '# 0 as pointed out by Salam et al. 
The method employed here differs from that of Cutkosky and of Salam et al. 

1. INTRODUCTION 

DECENTLY interestl in the study of the relativistic 
ft. bound-state problem using the Bethe-Salpeter 
equation! has been revived in connection with the 
dynamical origin of higher symmetries. Such con­
siderations have been thoroughly discussed3 with 
respect to the nonrelativistic Schrodinger equation 
for the hydrogen atom problem and in the strong 
coupling limit of the static meson field theory.' The 
existence of an 0(4) symmetry for the hydrogen atom 
problem is well known.5 In this note we consider the 
relativistic bound state problem in the Bethe-Salpeter 
(B-S) equation. In its simplest form we consider the 
equation for two neutral scalar mesons of equal mass 
m interacting via a massless scalar boson; the inter­
action Hamiltonian being of the form g[4>(x)]2A(x), 
where g is the interaction strength, 4> the meson 
of mass m, and A(x) is the massless scalar field. 
Only the ladder diagrams are kept as usual. Applying 
a stereo graphic projection to the five-dimensional 
pseudosphere it was pointed out by Cutkosky6 and 
later by Salam et aU that the B-S equation for such 
an interacting system possesses an 0(5) symmetry 
when the total energy of the system is zero and an 
0(4) symmetry for nonzero total energy. The purpose 
of this note is to obtain the same result by noting that 
the B-S equation can be separated in a suitable system 
of coordinates.7 This immediately leads to the required 

• Permanent address: Centre for Advanced Study in Physics, De­
partment of Physics, Delhi University, Delhi, India. 

1 R. Delbourge, Abdus Salam, and J. Strathedre, ICI'P preprint 
No. IC/66f60; A. O. Barut, P. Budini, and C. Fronsdal, ICI'P pre­
print No. IC/65/34. 

2 E. E. Salpeter and H. A. Bethe, Phys. Rev. 84, 1232 (1951). For 
solutions, seeG. C. Wick, ibid. 96,1124 (1954); R. E. Cutkosky, ibid. 
96,1135 (1954); J. S. Goldstein, ibid. 91, 1516 (1953); H. S. Green, 
ibid. 97, 540 (1955); s. Okubo and A. Feldman, ibid. 117, 279 (1960). 

IN. Mukanda, L. O'Raifeartaigh, and E. C. G. Sudarshan, Phys. 
Rev. Letters 15, 1041 (1965). Barut, Budini, Fronsdal (see Ref. 1). 

'T. Cook, C. 1. Goebel, and B. Sakita, Phys. Rev. Letters 15, 35 
(1965). 

I V. Fock, Z. Physik, 98, 145 (1935). 
• See Ref. 2. 
7 H. S. Green, Nuovo Cimento 5, 580 (1957); Author's Ph.D. 

thesis, Adelaide University (1957); s. N. Biswas, ibid. 8, 540 (1958). 

degeneracy of the energy spectrum consistent with 
0(5) and 0(4) symmetry of the relativistic B-S 
equation for zero and nonzero total energy, respec­
tively. 

2. ENERGY SPECTRUM AND SYMMETRIES 
OF THE B-S EQUATION 

The B-S wavefunction, X(x,y) for the two-body 
scalar problem is given by 

X(x,y) = (01 T(4)(x)4>(Y) Ik), 

where k denotes half the total four-momentum of the 
system. We write the wavefunction as the product of 
two terms describing the center-of-mass motion and 
relative motion of the two particles, namely, 

X(x, y) = eik(ZHll4>(x - y), 

where 4> is the wavefunction in relative coordinates. 
The B-S equation in momentum space and in the 
ladder approximation is given by 

{(p, + E)2 + p2 + m2} 

X {(p, - E)2 + p2 + m2}4>(p) = "P(P), 

"P(P) = 17-2). f (P - q)-24>(q) d'q, (1) 

where 4>(p) is the Fourier transform of 4>(x - y). In 
obtaining Eq. (1) we have performed the Wick 
rotation in the relative time variable, i.e., we have 
replaced Po by p, = ipo', and further specialized to the 
rest frame and used k = (0, iE). ). denotes the inter­
action strength (). = g2/8172). 

Using the factS that 

( 
1 \2 ( 02 

(
2

) '- 1 \2 
Of) P _ qJ = op: + Op2 ~J 

= -417215'(P - q) 

we obtain from (1) the following differential equation: 

(02/0p! + 02/0p~tp(p) = -4).4>(p). (2) 

8 H. S. Green, Phys. Rev. 97, 540 (1955). 
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This differential equation is equivalent to the integral 
equation (1) provided p~(p) is finite at large p and 
also tp(p) is finite at small p. 

We now use the following set of transformation 
variables:Pl = P. sin 0 cos ~,P2 = Ps sin 0 sin ~,P3 = 
Pa cos (J,P. = ro sin P/(cosh E - cos P); p". = ro sinh E/ 
(cosh E - cos Pl. The whole energy-momentum plane 
is contained in the ranges 0 ~ 0 ~ 17, 0 ~ ~ ~ 217, 
and - 00 ~ E ~ P and ro2 = Ell + mil. In this coordi­
nate system we write 

P.'1/' = !(E)g(P)Y~(O, ~), 

where Y"m«(J,~) are the usual spherical harmonics. 
The differential equation (2) becomes 

{
as as 1(1+ I)} 
aEI + ap! - sinl! P (P.tp) 

= A (Ps'1/') . (3) 
E2 sinh2 E - o} cosh2 E 

To solve Eq. (8) we put tanh E = cos X; X then varies 
from 0 to 17 as E --+- 00 to - 00. The solution satisfying 
the boundedness condition can be put as 

! ~ (_)n (N + n)! sinn F 
'(N _)' X2 1 n. n . 

X [n - N, N + n + 1, n + 1, sin2 (!x)], (8) 

which are the usual Gegenbauer polynomials 

! N< n) = const X (_)n sinn XCRr:.t (cos X). (9) 

This is the same solution as given by Cutkosky 
(Appendix A of Ref. 2) and Okubo and Feldman· 
for the S-wave case when we put n = 1 in our solution 
(9). Here again for fN<n) yf:. 0 we get N ~ n ~ / + 1, 
I> Iml. The energy eigenfunctionsfN<n) have then the 
degeneracy iN(N + 1)(2N + 1). We now combine 
the solutions for I(x), g(P) and defining a new wave­
function <II throughlO 

<II = (1 - cos P sin X)-3~, Separating the variables of the equation we have 

(tPg/d(JZ) + {n 2 
- [/(1 + 1)/sin2 P]g} = 0 

and 
(4) where ~ is the wavefunction occurring in (1) we 

obtain the eigenfunctions <l>N'S corresponding to the 
eigenvalue An = N(N + 1) to be 

(tP/ldE2) - {nS - [A/(ro2 cosh2 E - Ell sinh2 E)J}f = O. 

(5) 

The boundedness conditions on g(P) and fCE) in the 
new coordinates are obtained by substituting them in 
the integral equation which is satisfied if g(O) = g(l7) 
and feE) to vanish at large E and I is an even function 
of E. Further I and g must be finite within the given 
ranges. 

The solution of Eq. (4) is 

g(fJ) = const X SinHIP(a/O cos P)! 

X [sin (np + ~)/sin Pl. 

As g must be finite at P = 0 then ~ must vanish, the 
requirement g(O) = g(l7) demands that n must be an 
integer. Since g yf:. 0 we must have n ~ / + 1. This 
solution can be written conveniently in terms of 
Gegenbauer polynomials, 

g(fJ) = const X sinHl PC!;!:.t_l(COS Pl. (6) 

The differential equation (5) for I(E) determines 
the energy eigenvalues of the bound state. Here, as 
was mentioned at the beginning, we consider the case 
when total energy E = O. The equation- can then be 
solved exactly. Putting 

A/mil = N(N + I), 

(10) 

apart from a constant. 
The Y Nn!m are the spherical harmonics in the 

5-dim Euclidean space and are given by 

YNn1m = (sin X)n-1CRr:.i (cos X) sin! PC~:'\_l(COS P) 

X sinm OC~1(cos O)eimV., (11) 

with N> n > / + I, 'i > 1m/ and the degeneracy of 
YNn1m is iN(N + 1)(2N + 1). Hence the number of 
independent <liN'S is IN(N + 1)(2N + I) which corre­
spond to the component of the fully symmetric 
irreducible traceless tensors of the 0(5) group. We 
note down here in particular those generators of the 
group which will change I by one unit keeping n fixed 
and change n by one unit keeping N fixed. We have 

NignU) = [%P - (1 + 1) cot p]gnw = gn(!+1)' 

N-;-gn{i+l) = [%P + (I + 1) cot P]gn(l+ll 

and 
= (n - 1 - 1)(n + 1 + l)gnw, 

N!!N<n) = (a/oX - n cot X)fN<n) = (2n + l)!N(n+1) ' 

N;;!N<n+l) = [%x + (n + 1) cot xl!N<n+1) 

= [(N - n)(N + n + 1)/(2n + 1)]!N<n)' 

• See Ref. 2. where N is an integer, Eq. (5) reduces to 

tP/ldE2 = {nl! - [N(N + 1)/cosh2 Enj. (7) 
10 This definition of the new function corresponds to that intro-

duced by Salam et al. [See Ref. 1; Eq. (4).] 
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If in addition one puts the infinite B-S energy 
levels characterized by A1 .•. Aoo in a single irreducible 
representation of a noncompact group, then the 
resulting group is 0(5, 1) having 0(5) as the maximum 
compact subgroup. 0(5, 1) is then the so-called 
noninvariancell group of the B-S equation. 

3. OTHER REMARKS 

In the case when E ¢ 0, the differential equation 
(5) cannot be solved exactly at special limits. It is 
interesting to note that our Eq. (5) is equivalent to 
Eq. (15) of Ref. 1 (see Salam et al.) if we make the 
following substitution. Puttingf(~) = (sech ~)n. G(~) 
and finally writing z = tanh ~ we find the equation 
for G as follows: 

2 d2G dG 
(1 - z ) - + 2(n - l)z-

dz2 dz 

{ 
(Afm2) } + 22 2 - n(n - 1) G = 0, (12) 

(1 - € + € z) 

where € is the rest mass of the bound system in units 
of m. This equation (12) has been studied by Salam 
et al.1 and earlier by Cutkosky.2 We have then obtained 

11 See N. Mukunda et al., Ref. 3, and Salam et al., Ref. 1. 

the final equation for symmetry studies in a much 
simplified manner without using the generalized 
stereographic projection method of Fock5 as utilized 
by Salam et aU and previously by Cutkosky.2 How­
ever, following the same argument as that of Salam 
et al.1 one then finds that the symmetry group of the 
B-S equation in this nonvanishing energy limit is 
0(4) and the E = 0, 0(5, 1) spectrum splits into 
! EEl (0(4,1)) spectrum when E ¢ 0, as in this case 
the energy levels are characterized by an extra quantum 
number denoting the number of zeros of the solu­
tion G. 
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Bogoliubov-Parasiuk.-Hepp Renormalization Theorem 
and SpaceJike Regularization 
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Hepp's recent proof that the Bogoliubov-Parasiuk renormalization prescription leads to finite integrals 
after the employed space-time regularization of the Green's function is removed is extended to a case 
in which only spacelike regularization is used. 

1. INTRODUCTION 

ARENORMALIZATION prescription for rela­
tivistic perturbation theory has been proposed 

by Bogoliubov and Shirkovl which avoids contour 
rotation difficulties by introducing the "oc representa­
tion," 

!:J.'(k) = iPzCk) = P (k)ioodoceia(k2-m/+i<l 
!. k2 2 + .! , - m l IE 0 

(Ll) 
for the propagators. Here Pl(k) is a spin matrix which 
is a polynomial in k and m l > 0 is always assumed. 
The rigorous exposition of the Bogoliubov prescrip­
tion, however, as put forth by Bogoliubov and 
Parasiuk,2 is unfortunately rather vague. Their proofs, 
furthermore, are incomplete or incorrect in part. 
These defects have recently been removed by Hepp,3 

who has presented a more precise exposition of the 
Bogoliubov prescription and has completed and 
corrected the Bogoliubov-Parasiuk proofs. We refer 
to the resulting theory as the BPH theory. 

Let us consider an arbitrary nth-order Feynman 
diagram G = G(VI' ... , Vn, C) connecting the ver­
tices VI"'" Vn with the lines C = {II' . ·IL }. In 
x space, G corresponds to a regularized unrenormal­
ized Green's function 

I r" = II !:J.r,,(x. - x ) 
l tl Il ' 

IE!: 
(1.2) 

where !:J.~.l(X) is the Fourier transform of a suitable 
regularization of the net (1.1). Hepp uses the simple 
regularization 

!:J.~"(k) = Pl(k) 100 

doceia(k2-mz2+id, (1.3) 

whereas Bogoliubov uses 

!:J.f1"(k) = PzCk) Loo docIz(oc)eia(k2-mz2w), (1.4) 
---

• National Science Foundation predoctoral fellow, 1963-1966. 
1 N. N. Bogoliubov and D. V. Shirkov, Introduction to the Theory 

o/Quantized Fields (Interscience Publishers, Inc., New York, 1959). 
2 N. N. Bogoliubov and O. S. Parasiuk, Acta Math. 97 227 

(1957). ' 
a K. Hepp, Commun. Math. Phys. 2, 301 (1966). 

where 
IzCoc) = 1 + 2 cje-ia(M/-mz2) (1.5) 

j 

for suitably chosen c j ' M j [see Ref. 2, Eq. (1.8)]. It 
follows4 that 

lim lim F,E 
do rIo 

is a continuous linear functional on the subspace SN 
of test functions g; E S = S(R4n) which vanish suffi­
ciently fast whenever any Xi' Xj coincide. Here S is 
the space of Coo functions of fast decrease, appropri­
ately5 topologized, and SN is a closed subspace with 
the induced topology. The above limit exists in the 
(weak) topology of the space Sf of continuous linear 
functionals (tempered distributions) on S. The BPH 
theory gives a prescription for "renormalizing" F,E 
by subtracting counter terms which vanish on SN' 
so that the remainder RF,E converges to a tempered 
distribution on all of S. 

Now, the regularizations in (1.3) and (1.4) "cut off" 
all the components of k and are Lorentz covariant. 
The purpose of this paper is to extend the above 
result to a case where the propagators (1.1) are regu­
larized so that only the space components of k are 
cut off. Thus our regularized propagators will have 
the (noncovariant) form 

!:J.1"(k) = iPI(k)f~(k)/(k2 - m~ + iE), (1.6) 

where /,,(0) = l,fo(k) = I, and 

f~(k)---+ 0 
Ikl .... oo 

rapidly for 1] > O. We show that, for the case of an 
exponential cutoff 

(1.7) 

the regularized unrenormalized Green's functions 
I~'£ constructed from the propagators (1.6) are finite 

4 Sec. 4 of Ref. 3. See also O. Parasiuk, Dokl. Akad. Nauk, SSSR 
100, 643 (1955). 

6 See, e.g., I. M. Gel'fand and G. E. Shelov, Generalized Functions 
(Academic Press Inc., New York, 1964), Vol. 1. 
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in all orders of 4>4 perturbation theory and that the 
regularized renormalized Green's functions RI"" 
converge in the topology of S' to the usual expressions: 

lim lim I,,·E = lim lim y.E. (1.8) 
do ,,~o do r~o 

The significance of this extension is twofold. 
Firstly, it provides an example of an non-Lorentz­
invariant theory, depending on a cutoff parameter 'Yj, 

which converges to the usual Lorentz invariant theory 
as 'Yj ! O. Secondly, a cutoff such as J,,(k) is the type 
which Nature herself might provide.6 The propagator 
(1.6) would arise if the large spacelike momentum 
contributions to the interaction Hamiltonian were 
suitably cut off, corresponding in x space to a smearing 
of the region of interaction among the fields. This 
would mean that a spatial extension is ascribed to the 
particles associated with the fields so that they acquire a 
definite density distribution such as might be provided 
by interactions with other particles not explicitly 
considered or by the existence of a finite intrinsic 
"radius" associated with the particles. The regularized 
propagators (1.3) and (1.4), on the other hand, have 
no such interpretations and appear, in fact, to be 
without physical significance. 

For simplicity, in this paper we explicitly consider 
only the case of a scalar field 4>(x), self-coupled 
according to the renormalizable interaction7 4>4(X). 
The propagators 

2 
~".E(k) = ie-2"k /(k2 - m2 + i€) (1.9) 

will result if the usual interaction 

f dp dq dp' dq'4>(p)4>(q)4>(p')4>(q')r'J(p + q - p' - q') 

(1.10) 
is replaced by 

f dp dq dp' dq' 4>(p) 4>( q)4>(p')4>( q') 

( 2 2 ,2 ,2) 
X e-" p +q +p +q r'J(p + q - p' - q'). (1.11) 

In x space, this corresponds to replacing the interaction 

by 

A f dx4>4(X, t) (1.12) 

A f dx[f dy4>(y, t)f,,(y - X)r· (1.13) 

• For earlier discussions of cutoff theories see, e.g., E. Arnous, 
W. Heitler, and Y. Takahashi, Nuovo Cimento 16, 671 (1960) and 
references cited therein. 

7 As K. Hepp has l:ltndly pointed out to the author, spacelike 
regularization cannot be used for higher spin theories. Consider, 
for example, the second-order self-energy diagram in a theory with 
l1(k) = k 2/(k2 - m2 + iE). Spacelike regularization can, however, 
be used in any renormalizable field theory. 

The factor f,,(y - x), the Fourier transform of J,,(k) = 
e-7Jk2

, has the significance of a form factor describing 
the spatial extension of the particle associated with 
4>(y, t). 

In Sec. 2 we outline aspects of the BPH theory 
relevant to our work and record some BPH theorems 
and equations which we need. In Sec. 3 we discuss 
the regularized unrenormalized Green's functions 
I",f and show that they are finite for 'Yj > 0, € > O. 
In Sec. 4 we discuss the renormalized functions 
Rfrt,f, show that the renormalizations can be 
implemented by adding spacelike-regularized counter 
terms to the Hamiltonian, and establish the equality 
(1.8). 

2. BOGOLIUBOV-P ARASIUK-HEPP 
RENORMALIZATION 

In this section we only write down the parts of the 
BPH formalism to which we must explicitly refer. 
The reader is referred to Hepp's paper3 for a coherent 
presentation of the renormalization procedure and for 
proofs of the theorems. One begins by writing the 
regularized unrenormalized function (1.2) in momen­
tum space and introducing the a representation (1.3) 
for the propagators. The k integrations are then 
performed by means of the relationS 

(2.1) 

valid for a > O. One thus obtains 

Y·E(PI' ... , Pn) = r'J(L Pa) L)O dal ... daLe(a, €)Fo(a) 

where 

X exp [ia,~/ao(a)(Pa . Po)} (2.2) 

e(a, €) = exp ( -im
2 ~1 az - € z! az). (2.3) 

Fo(a) is a rational function of the a's with possible 
nonintegrable poles when some a.z = 0 (r = 0), (Aao) 
is a positive semidefinite quadratic form satisfying 
~ao Aaoxaxo < Lz aZ(La IXaI)2, and Aao(a) are rational 
and homogeneous of degree + 1 in a. 

Now, (2.2) is to be renormalized by subtracting 
from it terms corresponding to diagrams obtained 
from the original diagram G by combining subsets 
of the original set {VI' .. Vn } of vertices into "gen­
eralized vertices" in all possible ways. These general­
ized vertices {V~'" V';'} are inductively assigned 

8 Reference I, pp. 288-289. 
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vertex parts Xf:'(V~ ... V~) as follows: 

X('(V1' ••• V';') 

{

t' 

= 0, 

-M9tC'(V{ ... V:"), 

ifm = 1, 

if G(V; ... V,;., q 
is weakly connected, 

otherwise, 

kIP) 

9tc-£(V; ... V~) = z' IIXc-\V,f ... Vr,W) II A,.,E. 
P j=1 conn 

Here Z~ is over all partitions {Vr,'" Vr,(!)} , 1 :::;:; 
j :::;:; k(P), of {V~'" V~} into 1 < k(P) :::;:; m sets 
and IIconn is over all IE C which connect different 
sets of the partition. The M operator is defined in 
P space by 

M9tE'£(V1' ••• V';') 

= M <5(p~ + ... + p:n)F(p~ , ... , P;") 

= <5(p~ + ... + p:n)T(p~, .. ~ ,p:n), (2.4) 

where T is the Taylor series of F around p~ = ... = 
P'.,. = 0 up to order 'P, the superficial divergence of 
G(V; ... V~, q, if v ~ 0 and T = 0 if v < O. The 
renormalized regularized Green's function is finally 
defined by 

RI",E = :Rc-E(VI ... Vn) + Xf'£(Vl ... Vn). (2.5) 

The subtraction terms will thus be oc integrals of 
the form (2.2), with the same drxe(rx, €) as / but with 
different F's and A's. We can therefore write the 
regularized renormalized function as 

RI'"'£(Pl' •.• , Pn) = <5Cz Pa) 1''' drxl ••• docLe(oc, €) 

x {Fo(rx) exp [i Z Aab(rx)PaPb] 

-s! Fg(rx, p) exp [i Z A!b(rx)PaPb]}' (2.6) 

The integral in (2.6) can be written as a sum of 
integrals over all possible sectors of rx space of the form 

Q{OC,T) is a rational function in the IX'S and T'S, uni­
formly bounded in (2.7) for r ~ 0 and all 0:::;:; Ti :::;:; 1, 

(2.1O) 
DW(ot,T) = II D"i"2(ot, 1'), Ci c C, 

IELi (2.11) 
Ci n Cj = cp if i ¢ j, i = 1, .•. , N, 

Dz(ot, 1') is rational in ot, l' and D!(IX, T) ~ otl for r ~ 0, 
(2.12) 

A{rx, T) = (Aab{ot, 1'» is a positive semidefinite quad­
ratic form, the Aab(ot, T) are rational in rx, T and 
homogeneous of degree + I in rx, (2.13) 

and where the R(i)(ot, T) are rational functions of rx, T 
which are such that (2.8) is integrable over (2.7) for 
r.l. O. R(i)(rx, T) is essentially a monomial in A~~(rx, T), 
where A(i) is a form with the properties of A and such 
that 

IA~l(rx, T)I :::;:; Ci max {rx! 11 E C;I}, 
c. < 00, Ci c c. (2.14) 

Equation (2.8) is convergent for r .I. 0 in (2.7) because 
ott > otI' for I E C; , l' E C; in (2.7). We remark that the 
D""(2( ot, T) factors arise from the use of (2.1) to perform 
the k z integrations, where k! is the momentum assigned 
to the line I and DI corresponds to a. Furthermore, the 
conditions (2.12) and (2.14) are all that are needed to 
establish the integrability of (2.8) in (2.7). The T'S in 
(2.8) arise from the use of the expression 

1 Jl 01+1 - d-'l - 1')1 - !(TX1 ••• TX) (2.15) 
., '\ ::I 1+1 ' 'm J. 0 ur 

for the remainder of the Taylor series of I(x!, .•. , xm) 
around (0, ... , 0) up to order j. 

It follows that 

lim ["'«PI' ... , Pn) = IO'«Pl, ••. ,Pn) (2.16) 
r+ 0 

exists in the ordinary sense and is [apart from <5(ZPa)] 
a polynomially bounded Coo function. Hepp finally 
shows that 

(2.7) exists in S' for the PI, ... 'Pn-l restricted to any oc l ! ~ ••• ~ rx!]; ~ r. 
m-dimensional linear manifold, 0:::;:; m :::;:; 4(n - 1), 

Hepp proves that in each such sector the integrand in 
(2.6) can be written as a sum of terms of the form 

<5(,IpJe(oc, €) lldTl ... dTNP(P)Q(oc, 1') 

x [fi D(i)(rx,T)RW(rx, 1')] exp [i~T:Aab(OC'T)PaPb]' 
(2.8) 

so that the nth order Green's functions 

(TCP(Xl) ••• cp(xm»(n) ' 

renormalized as above, are in P space [up to <5(ZPa)] 
Lorentz covariant boundary values in S'(R4(m-J» of 
sums of Feynman integrals. 

3. SPACELIKE REGULARIZATION 
where 

Pep) is a monomial in the Pa's, 
In this section we are concerned with the regularized 

(2.9) unrenormalized Green's function /q .• , corresponding 
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to the diagram G = G(V1 , ••• , Vn , q, which replaces 
(2.2) when the spacelike regularized propagators (1.9) 
are used instead of (1.3). In order to perform the 
integrations over the internal momenta, we use the 
relation 

(3.1) 
valid provided 

a > 0, Re (a - iO == a + '2 > 0, Re' == '1 > 0, 
(3.2) 

where we wrote ,= '1 + i'2 with '1 and '2 real. 
Equation (3.1) is a generalization of, and can be 
derived in the same way as, Eq. (2.1). The simplicity 
of the relation (3.1) is the reason for our choice of the 
exponential cutoff (1.7). The factorization of the 
exponentials in (3.1) into a Lorentz invariant piece, 
the same as occurs in (2.1), and a non-Lorentz 
invariant piece will be especially helpful. 

According to the Feynman rules, we have in 
momentum space 

I"'£(PI' . ',Pn) = I K ft b(! k - Pa) 
. 2 

ie-2"kj 

. IT 2 2 ' dk!, (3.3) 
leI: kl - m + Ie 

where .K contains the vertex and 21T factors and the 
b functions represent momentum conservation at 
each vertex (! k is the sum of the momenta of the 
internal lines meeting at the vertex a to which the 
external momentum Pa corresponds). We introduce 
the 0( representation (1.1) to get 

I"'£(PI ..• Pn) 

= K I dO(I ... dO(L I exp (i t O(!k~ - 21J t k~) 
X e(0(, e) IT b(! k - Pa) IT dk!, (3.4) 

a ! 

where e(O(, e) is given by (2.3). We proceed formally 
and use (3.1) to perform the k! integrations. We 
afterwards show that the conditions (3.2) are satisfied 
at each step and that the resulting 0( integrands are 
integrable so that our manipulations were justified. 
Thus we arrive at 

I"'£(PI' .• Pn) = b(! Pa) I dO(I ' .. dO(Le(O(, e)F,,(rx) 

X exp [i ! Aab(O()(Pa . Pb)] 

X exp [-! Uab(O(, 1J)(Pa' Pb)]' (3.5) 

Our notation indicates the crucial fact, which follows 
from comparison of (2.1) and (3.1), that functions 
Aab(O() and 

Fo(O() = lim F,,(O() 
".0 

defined by (3.5) are the same as those defined by (2.2). 
It is furthermore clear that 

lim Uab(O(, 1J) = O. 
".0 

Although we have not yet shown that (3.5) is finite, 
the quadratic forms A = (Aab) and U = (Uab) are 
still well defined. All our results follow from the 
positive semidefiniteness of the following forms: 

A, Re U, A + 1m U. (3.6) 

That A is positive semidefinite (psd) has already been 
shown by Bogoliubov et al.1.2 by the method of 
induction. They observe that A is psd for the simplest 
diagrams and that if the A corresponding to any 
diagram G has this property, then so do the A's 
corresponding to the diagrams Ga and Gb obtained by 
(a) adding a new internal line for a given number of 
vertices and (b) adding a new vertex together with one 
line joining this vertex to one of the old vertices. 
Their result then follows from the fact that any dia­
gram can be constructed from the simplest diagrams 
by means of successive application of a suitable 
number of operations (a) and (b). We now use this 
same method to show that Re U and A + 1m U are 
psd. 

All diagrams for the cP4 theory can be constructed 
as above from the simplest second-order diagram 
(ALlA)-for which A = 0( and U = 21J"have the desired 
properties. Thus we suppose that the A and U defined 
by (3.5), corresponding to the arbitrary diagram G, 
are such that Re U and A + 1m U are psd and con­
sider operation (a). We assume that an internal line 
fa with momentum ko is added between, say, vertices 
1 and 2 of G to create diagram Ga. This replaces the 
factors 

in (3.4) by 

_1_ IdO( ei«o(k!-m
2
+il ) e-2"k! 

(21T)4 0 

X b(t k + PI - ko)b(t k + P2 - ko) dko. (3.8) 

Thus, defining 

Ca = C U {fa}, el = 1, e2 = -1, er = 0 (r > 2), 

(3.9) 



                                                                                                                                    

1116 RICHARD A. BRANDT 

we see that the transformation G --+ Ga induces the 
transformation 

<5<2 Pa) f dct.l .•. dct.Ler.(ct., e)F.,(ct.) 

X exp [i 2 AabPa . Pb] exp [-2 UabPa • Pb] 

--+ b(2 Pa)fdct.o ... dct.Ler:. (ct., e)F.,(ct.) _1_ 
o (217)4 

X f dko exp {i[(ct.o + 2 Aabeaeb)k~ + 22 AabeakOPb 

+ 2 AabPaPbn exp (-1)[(21] + 2 Uabeaeb)k~ 
+ 22 Uabeako· Pb + 2 UabPa· Pb] (3.10) 

= b(2 Pa)fdct.o ... dct.Ler:. (ct., e)F.,(ct.) _1_ 
o (217)4 

X f dko exp {i[(ct.o + a)k~ + 2ko . b + en 
X exp (-1)[(21} + 0k~ + 2ko·; +,,] (3.11) 

= b(~ Pa)fdct.o ... dct.Ler:. (ct., e)F.,(ct.) ~ 
k 0 (217)4i 

X {(rxo + a)[rxo + a - i(21} + m3t1-
X exp [i(e - ct.

o 
~ a)] exp(-I)'tL. (3.12) 

In (3.11) we have introduced the definitions 

o = 2 Aabeaeb, b = 2 Aab eaPb, c = 2 AabPaPb' 

(3.13) 

{ = 2 Uabeaeb' ; = 2 UabeaPb' ,,= 2 UabPa • Pb , 
(3.14) 

Similarly, the positive semidefiniteness of A + 1m U 
implies that 

a + {2 ~ 0, - e + "2 ~ 0, 

(a + {2)( -e + "2) ~ (b + ;2)2, (3.19) 

for Pa = (0, Pa) (note that Pa . Ph = p'/.p~ - Pa' Pb so 
that -c = + 2 AabPa· Pb ~ 0). Finally, since A is 
psd, we have 

o ~ 0, -co ~ - b2• (3.20) 

Keeping Pa = (0, Pa), we will have shown that the 
operation (a) preserves the positive definiteness of 
Re U and A + 1m U provided we show that 

Re 'tL ~ ° (3.21) 
and 

-c + [b2j(ct. + 0)] + 1m 'tL ~ 0. (3.22) 
We have 

[(ct. + a + {J2 + (21} + {1)2] Re 'tL 

= (21} + {l)[(b + ;2)2 - ;~] - 2(ct. + a + {2);1 

• (b + ;2) + "l[(ct. + a + {2)2 + (21} + {1)2] 

(3.23) 

~ ("1{1 - ;~)(21} + {I) + (21} + {l)(b + ;2)2 

- 2(ct. + a + {J;l • (b + ;2) + "l(ct. + a + {2)2 

(3.24) 

~ {l(b + ;2)2 - 2(ct. + a + {2);1 • (b + ;2) 

+ (;;f{l)(ct. + a + {2)2 (3.25) 

= (lj{l)[{l(b + ;2) - (ct. + a + {2);1]2 (3.26) 

and in (3.12) we put ~ 0. (3.27) 

'tL = -(ct. + a)(2b· ; - i;2) + b
2
(21} + 0 + " Here (3.23) follows from (3.15), (3.24) from 21}"1 ~ 0, 

(ct. + a)[ct. + a - i(21} + m '{I ~ 0, and (3.25) from "1'1 - ;~ ~ 0. This estab-
ct. = ct.o, (3.15) Iishes (3.21). We also have 

according to (3.1). 
If we decompose {, ;, and" into real and imaginary 

parts by writing 

{ = {I + i{2, ; = ;1 + i;2' "="1 + i"2, (3.16) 

it then follows from the induction assumption of the 
positive semidefiniteness of Re U that 

{I = Re 2 Uabeaeb ~ 0, "1 = Re 2 Uabka· kb ~ 0, 

"I{I ~ ;~. (3.17) 

The last inequality follows from the fact that the 
discriminate of the quadratic form Re 2 UabXaXb is 
nonnegative for Xa = p!tl + eat2 (i = 1,2,3) so that 

(Re 2 UabP!p:)(Re 2 Uabeaeb) ~ (Re 2 UabP!ea)2. 

(3.18) 

[( ct. + a + {2)2 + (21} + {1)2] 1m 'tL 

so that 

= -(2b. ;1 + 2;1 • ;2)(21} + {I) 

- (2b • ;2 - ;i + ;~)(ct. + a + {2) 

- [b2j(ct. + a)][~~ + (21} + ~1)2] - b2~2 

+ "2[(ct. + a + ~2)2 + (21} + {1)2] 
(3.28) 

[(ct. + a + {2)2 + (21} + {1)2][-e + ~ + Im'tL] 
ct.+a 

= -(2b. ;1 + 2;1 • ;2)(21} + ~1) 

- (2b· ~ - ;t+ ;~)(ct. + a + ~2) 
+b2(ct. + a + {2) + (-e +"J 

X [(ct. + a + ~2)2 + (21'] + {1)2] 
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= [(a + ~2)( -c + 112) - (b2 + 2b • ;2 + ;:)] 
X (rx + a + ~2) - 2(b + ;2) • ;1(21] + ~l) 
+ ;~(rx + a + ~2) + (-c + 112) 

X [rx(rx + a + ~2) + (21] + ~ll] 
~ -2(b + ;2)· ;1(21] + ~l) + ;~(rx + a + ~2) 

+ (b + ;2)2 (21] + ~1)2 
rx + a + ~l 

= (rx + a + ~2)[(21] + ~l)(b + ;2) _ ;lJ 2 
rx + a + ~2 

~O, 

(3.29) 

(3.30) 

where (3.29) follows from (3.19) and (3.30) from 
a + ~2 ~ O. This establishes (3.22). 

Next, we again suppose that A and U defined by 
(3.5) are such that Re U and A + 1m U are positive 
definite and consider operation (b) applied to G. We 
assume that the new vertex 0 is connected with vertex 
1 by a line lb of momentum Po. In (3.4) this will give 
rise to the transformation 

<5(t k + PI) -'>- -A f drxoeiao(ko2-m2+iE)e-2~ko2 

conditions (3.2) become 

rxo + a > 0, a + ~2 > 0, 21] + ~l > 0, (3.34) 

and these follow from the positive definiteness of A, 
A + 1m U, and Re U, whereas the ko integration in 
(3.31) is evaluated by means of <5(po - ko). This 
establishes the equality of (3.4) and (3.5). 

Our final task in this section is to prove that the 
integrand in (3.5) is (Lebesgue) integrable so that 
(3.5) is well-defined and finite. This will also be shown 
to follow from the above theorem and its proof. We 
use the above method of induction to show that for 
an arbitrary diagram G(Vl'" Vn , q the corre­
sponding function F~(rx) satisfies for fixed 1] > 0 the 
condition 

IFlrx) I ::;; const II rx-;-1-
Ie£: 

(3.35) 

for some subset f: of L This is immediate for the 
simplest diagram and so we suppose it holds for F~ 
in (3.5) corresponding to G and show it then holds 
for the F~'s corresponding to Ga and Gb • 

We see by (3.12) that G -'>- Ga induces the trans­
formation 

X <5(t k + PI + ko)<5(po - ko) dko, (3.31) F~(rx) -'>- Fa~(rx) = F~(rx)[7T2/(27T)4i] 
X {(rxo + a)[rxo + a - i(21] + ~)]3}-1-. (3.36) 

where A is the cfJ4 coupling constant. Thus, defining 

f:b = f: u {lb}' e1 = 1, ea = 0 (a ~ 2), (3.32) 

we see that G -'>- Gb induces the transformation 

<5 (,tPa) f drx1 ••• drxLer.(rx, E)F~(rx) exp [i !AabPa' PbJ 

X exp [ -! U abPa • Pb J 
-'>- <5ctPa) f drxo ' .. drxLecb(rx, E)F~(rx)( -A) 

X exp {i[rxop~ + ! Aab(Pa + eaPO)(Pb + ebPo)} 

X exp ( -1 )[21]p~ + ! U ab(Pa + eaPo) • (Pb + ebPo)]' 

(3.33) 

It follows immediately that the new Re U and the 
new A + 1m U are psd. This completes the induction 
proof and establishes the positive semidefinite ness of 
the forms (3.6) for an arbitrary diagram. 

It follows from the above theorem and its proof 
that the conditions (3.2) are satisfied at each step in 
the evaluation of the kl integrals in (3.4) so that use of 
(3.1) is justified. We simply observe that (3.2) hold 
for the simplest diagram and that if they hold at each 
step in the evaluation of (3.4) corresponding to the 
arbitrary diagram G, then they do likewise for Ga 
and Gb • Indeed, for the ko integration in (3.10) the 

However, since a ~ 0 and ~l ~ 0, we have 

I{(rxo + a)[rxo + a - i(21] + m3t1-12 

so that 

= (rxo + a)-l[(rxo + a + ~2)2 + (21] + ~1)2r! 
::;; (21])-3rxj)\ (3.37) 

lFa~(rx)1 ::;; const II rx-;-1-, (3.38) 
leE. 

where f:a = E U {tal. Next, we see by (3.33) that 
G -'>- Gb induces the transformation 

F~(rx) -'>- Fb~(rx) = F~(rx)( -A) (3.39) 
so that 

IFb~(rx)1 ::;; const II rx-;-1-. (3.40) 
Ie£: 

This establishes (3.35) for an arbitrary diagram. 
Now we can establish the integrability of the 

integrand in (3.5). This follows from the facts that it 
is measurable and, since (3.35) holds and 

Re {* Uab(rx, 1])(Pa • Pb)} > 0, 

it is bounded by the integrable (for 1] > 0 and E > 0) 
function 

constexp (-E ! rxl) II rxl 1-. (3.41) 
!=1 lei: 
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This shows that the spacelike regularized propagations 
(1.9) define a finite unrenormalized perturbation 
theory. 

4. RENORMALIZATION AND REMOVAL 
OF REGULARIZATION 

Now we are ready to discuss the renormalization 
of (3.5). We want the subtractions to arise from the 
addition of spacelike-regularized counterterms to the 
interaction Hamiltonian (1.13) and to be such that 
the equality (1.8) holds. There still remains, however, 
a large amount of arbitrariness in the choice of these 
subtractions. The simplest procedure would probably 
be to use the BPH prescription (2.5) with the M 
operator (2.4). This would correspond to spacelike­
regularized counterterms but would require a rather 
involved proof of (1.8). Such a proof would require 
the use of more properties of (3.5) than we have 
already established and would, furthermore, not be 
applicable to more general cutoffs in which terms like 
rNa. could appear in U. 

We are thus led to consider a more general Sf 
operator which amounts to splitting U into two parts, 

where 

and 

U= U'+ U", 

U' ---+ 0 
.,~o 

(4.1) 

and applying M only to U'. This Sf operation would 
still correspond to spacelike-regularized counterterms 
since U", the only form to which M is not applied, 
involves only spacelike momentum components. In 
fact, using the methods developed in Ref. 9, we can 
write, for example, the charge-renormalization counter 
term [the analog of (ZII - I}j1'AP in electrodynamics] 
in the form 

where 

:liPl' ... , pJ~(! Pa) = ! (SfSl'b)(Pl' ... , pJ. 
o 

in Ref. 9 so that, if we write 

1'l:}(Pl' pz , Ps, pJ 

= iAf dk dk' D" (k)D" ( - k - k')D" (k') 
(27T)' (27T)' 01 02 PI 03 

X J'b(k, PI - k - k', k', Pa, Pa, pJ, (4.4) 

where the D's are regularized unrenormalized propa­
gators and J 0 is the regularized unrenormalized 
function corresponding to a suitable diagram with 
six external lines, then 

S10 = iA I RDOIRDOzRD~Jo, (4.5) 

where R is defined by (2.5) using g instead of M. If 
we substitute the a. representations of the factors in 
the integrand (see below), perform the k and k' inte­
grations, and apply g, we arrive at an.expression for 
:J" .,(Pl ... p,)~(! Pa) as a sum of terms of the form 

~(! Pa) ~ f dTI ... dTN(} I da.1 ••• da.z.eeoCa., £) 

X F 0 (a., T, t], p) exp [ - ~UGa,,(a., T, t])Pa • p"l 
(4.6) 

Now we want A + 1m U', Re U", and 1m U" to be 
psd forms and, in order to have a simple proof of 
(1.8), we also want the matrix elements U~" to be well 
behaved. We can achieve all this with the following 
choice of M. Operating on any expression of the form 
(3.5), with A, Re U, and A + 1m U psd forms, our 
M operator is related to the BPH M operator by 

Sf I da.e(a., £)F.,(a., p) exp [i! Aa,,(a.)PaPb] 

x exp [-! Ua,,(a., t])Pa • p,,] 

= I da.e(a., £) exp [-! Wab(cx, t])Pa' p,,]MF,,(cx, p) 

x exp [i !Aab(a.)paP" - i! Vab(cx, t])Pa' p,,], 

(4.7) 

where the real forms Re W, 1m W, and V are defined 
by 

ReW=ReU, 

(4.3) with 

Here !o is over all strongly connected Feynman 
diagrams G (I~ is the corresponding Green's function) 

1m W = [(A - $)/(A + $)]lIB, 

V = -A + [4A$/(A + $)B]B, 

B=A+ImU, 

A = ! IAa"l, $ = ! IBabl. 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 
with four external lines (we actually only sum up to 
some finite order, of course). S is the operator defined 

• R. A. Brandt, Ph.D. thesis, MIT (1966) (to be published). 

a" ab 

It is then immediate that 

U= Re W+ iIm W+ iV= W+ iV, (4.13) 
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that the forms 

Re W, 1m W, A + V, (4.14) 
are psd, that 

Wab(oc,O) = Vab(oc,O) = 0, (4.15) 
and that 

(4.16) 

We see in particular that M could be applied to (3.5) 
even if U contained terms like l/oc, whereas then M 
could not be applied. 

We extend M to operate on sums of oc integrals by 
linearity. A further property of M is that it, like M, 
is idempotent: M2 = M. This follows from the fact 
that if W corresponds to the pair A, U = W + iV, 
then it also corresponds to the pair 0, W. We should 
also mention, in connection with expressions of the 
form (2.8), which are actually sums of oc integrands, 
that M does not commute with S~ dT but that it does 
commute with 

[1 (0 )1+1 Jo dT(l - T)i aT ; 

i.e., 

[1 (0)1+1 MJo dT(1 - T)i aT J\,(T, p) 

[1 (O)i+1 = Jo dT(1 - T)i aT MX,(T, p). (4.17) 

Thus the l' differentiations implicit in (2.8) must be 
undone before M can be taken inside the l' integrals. 

Now we define RI~" analogously to the definition 
(2.5) of Rl"< except that the M operation is replaced 
by the M operation and the space-time regularization 
(1.3) is replaced by the spacelike regularization (1.9). 
Then, corresponding to each term (2.8) integrated over 
(2.7) contributing to RI"', we will have a term 

<5(~ Pa)e(oc, E) fdTl ... dTNP(P)Q(OC, 7') 

X [fi DW(oc, 7',fJ)R(j)(oc, 1')] 

X exp [i ~ 7':Aab(oc, T)PaPb - i ~ 7'~Vab(OC, 1', fJ)Pa • Pb] 

X exp [-~ Wab(OC, 7', fJ)Pa' Ph] (4.18) 

integrated over (2.7), with r = 0, contributing to 
RI"", where 

D(i)(IX, 1', 1]) = IT DI'IX, 7', 1]), (4.19) 
IE!.:l 

D,(oc, 1', fJ) is algebraic in oc, 1', fJ and 

ID,(oc, 7', fJ)1 ~ IX, for fJ ~ 0, (4.20) 

D,(IX, 7', 0) = D,(oc,7'), (4.21) 

A(IX,7') + V(IX, 7', fJ), Re W(oc, 7', fJ), 1m W(oc, 7', 1]) are 

psd quadratic forms whose matrix elements are 
rational functions of IX, 1', fJ, (4.22) 

and V(oc, 1', 0) = W(oc, 7', 0) = O. (4.23) 

RI"" will contain other terms corresponding to (2.8), 
each of which will have the form 

<5(~ Pa)e(oc, E) fd7'1 ... d7'NP(p, p)Q(IX, 7') 

X [fi DW(OC'7',fJ)R(i)(OC'7',fJ)] 

X exp [i ~ 7'~A(oc, T)pp - i ~ 7'~V(oc, 7', fJ)pp 

where 
- ~ W(OC, 7', fJ)PP], (4.24) 

Pcp, p) is a monomial in the Pa's and Pa's, (4.25) 

and R(i)(OC, 1', fJ) differs from R(i)(oc, 7') by having some 
factors A~i~( oc, 7') replaced by factors V!~)( oc, 7', fJ), which 
are rational function satisfying 

lV~l(oc, 7', fJ)1 ~ 5 ~ IA~~(oc, 7')1 == 5A(i)(OC,T) 
ah 

and (4.26) 
Ii) V ab«(1., 1', 0) = O. 

The results stated in the above paragraph can be 
derived in exactly the same way as (2.8)-(2.14) were 
derived by Hepp. The required additional algebraic 
manipulations are precisely the same as those per­
formed in Sec. III. We should emphasize that although 
the algebra is the same, Hepp's induction proof is 
much more subtle than the one used in Sec. III since 
it takes renormalization into account. We do not give 
a detailed derivation here, but mention the algebraic 
differences between such a derivation and that of 
Hepp and show how they lead to (4.18)-(4.25). 

Hepp's proof amounts algebraically to establishing 
the invariance of the form (2.8) with the properties 
(2.9)-(2.14) under the operations (b) and (a) of Sec. 
III followed by an application of the M operator or, 
using (2.15), the (1 - M) operator. We do the same 
thing for (4.18)-(4.26). We first observe that the 
operation (b) essentially only creates new quadratic 
forms A', V', W', whose matrix elements are linear 
combinations of the corresponding ones in (4.18) 
and (1.0 and 2fJ and which trivially leave the properties 
(4.22) and (4.23) invariant. The invariance of (4.22) 
under operation (a) follows as in (3.27) and (3.30) if 
one first combines the W and iT~ V in (4.18) into a U 
and then, after application of (a), makes a new W" 
and iV" according to (4.7)-(4.11). Operation (a) also 
multiplies the integrand in (4.18) or (4.24) by 

D"i""a(oc, 7', fJ) == {(~ + a)(~ + a - i(2fJ + ,)]3t1, 
(4.27) 



                                                                                                                                    

1120 RICHARD A. BRANDT 

where 

a = ! A~beaeb' {=! (W~b + iV~b)eaeb' (4.28) 

so that 
a;;:: 0, a + {2 ;;:: 0. (4.29) 

Thus 

ID,.(oc, T, 11)1 8 = I(oco + a)[oco + a - i(21] + m3
1
2 

or 

= (oco + a)2[(oco + a + {2)2 + (21] + {)2]3 

;;:: oc~[ OC~]3 = ocg (4.30) 

(4.31) 

Furthermore, comparison with Hepp shows that 
Dz.(oc, T, 0) = D1.(oc, T). Thus the properties (4.19)­
(4.21) are invariant under (a). 

Finally we apply M or (1 - M), recalling (4.17). 
These operate on functions of the form 

Pep) exp [! (iA"pp - iV"pp - W"pp]. (4.32) 

M brings down factors A"pp and V"pp whereas 
(1 - M) changes (4.32) to 

~ [ldT(l _ T)i(~)i+lp(TP) 
l!Jo aT 

x exp [! (iT2A"pp - iT2V"pp - W"pp], (4.33) 

which brings down factors of T A"pp and T V"pp. In 
either case we get a term involving only A"pp and this 
is absorbed into P(P)Q(oc, T)R(oc, T). The remaining 
terms are absorbed into Pep, p)Q(oc, T)R(oc, T, 1]). This 
completes our outline of the derivation of (4.18)-(4.26). 

We can now show that the integral of (4.18) over 
(2.7) with r = ° converges, as 1]! 0, to the integral 
of (2.8) over (2.7) with r = 0 and that the integral of 
(4.23) over (2.7) with r = 0 converges to zero. This 
will imply that 

lim ["" = Io,E = lim r", (4.34) 
'110 rIo 

from which (1.8) will follow. In view of (4.21), (4.23), 
and (4.26), we need only show that the r; limits can be 
taken inside the oc integrals of (4.18) and (4.24). This 
is easily shown to follow from Hepp's result that (2.8) 
is integrable over (2.7) for r! ° whenever (2.9)-(2.13) 
hold and Ri(OC, T) is a monomial of sufficiently high 
order in the A~V(oc, T), which satisfy (2.14). 

First we consider (4.18). Taking (4.19), (4.20), and 
(4.22) into account, we see that it is bounded by the 

function 

~(! Pa)e-El:IXZfdTl ... dTN IP(p)Q(oc, T)I 

X [fi D<il(oc) IR(i)(oc, T)I} (4.35) 

where 
DW(oc) = IT OC-;-2. (4.36) 

IE!.:i 

It follows from the (absolute) integrability of (2.8), 
in particular whenever D,(oc, T) ;;:: oc l , that (4.35) is 
integrable over (2.7), r == 0. Hence, by the dominated 
convergence theorem, the r; limit can be brought inside 
the integral of (4.18) over (2.7), r = 0, to give the 
integral of (2.8). 

Next we consider (4.24). By virtue of (4.19), (4.20), 
(4.22), and (4.26), we see that it is bounded by the 
function 

~(! Pa)e-EI'.«ZfdTl ..• dTN IP(p, p)Q(oc, T)I 

X [fi D(i)(oc) 19{,(i)(oc, T)I} (4.37) 

where 9{,{i)(OC, T) differs from R(il(oc, T, r;) by having 
its factors v~t)(oc, T, r;) replaced by 5.4;(0(oc, T). It 
again follows from the (absolute) integrability of 
(2.8), in particular whenever Db, T) ;;:: OC 1 and (2.14) 
is satisfied, that (4.37) is integrable over (2.7), r = 0. 
Thus the dominated convergence theorem tells us 
that the 1] limit can be brought inside the integral of 
(4.24) over (2.7), r = 0, to give zero. We thus establish 
(1.13). 

The simplicity of the step in the preceding paragraph 
is a consequence of our use ofthe M operator. Had we 
used instead the M operator, the V's in R(i)(oc, T, 1]) 
would have been replaced by U's, which do not 
satisfy an inequality like that in (4.26). Thus the 
existence of the r; ! 0 limit of the integral of (4.24) 
would depend on more detailed properties of (4.24) 
than we have used. 
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It is shown that the resolvent operator for the Hamiltonian which is the sum ofthe harmonic oscillator 
Hamiltonian Ho and a polynomial perturbationgP(x) of degree exceeding two (g is a coupling constant) 
is not expressible as a convergent power series in g. The source of this nonanalyticity is the failure of the 
anharmonic perturbation operator to be small in norm compared to Ho. The nature of the singularity at 
g = 0 is conjectured. The result makes clear that the divergence of the Ward-Hurst-Thirring model has 
nothing to do with the "difficulties" of field theory which are related to the infinite number of degrees of 
freedom of a field. 

THE purpose of this paperis to indicate the phenom­
enon of nonanalytic perturbations (i.e., perturbed 

Hamiltonians. whose eigenstates do not possess 
convergent expansions in the unperturbed states) in 
simple nonrelativistic quantum mechanics, as well as 
to indicate its relevance to this phenomenon as 
discussed in connection with field theories. It is shown 
that the expansion of an anharmonic oscillator system 
in harmonic oscillator states is never convergent. The 
result may be relevant to the physics of anharmonic 
systems per se, as in connection with crystal problems, 
but this aspect is not pursued here. Our purpose is 
rather to emphasize that these results clarify the 
significance ofthe well-known results ofthe divergence 
of the perturbation power series (p.s.) for a non­
linearly self-coupled boson field (the Ward-Hurst­
Thirring model),l as well as a general three boson 
field coupling. Consequently the inference drawn by 
some2 for general relativistic field theories from the 
property of the Ward-Hurst-Thirring model is 
unwarranted. A number of other simple nonanalytic 
models have been studied in recent literature,3 also 
carrying with them insinuations regarding field theory. 
These models involve the basic type of structure 
studied in this paper, and can be understood in the 
light of these results. They do not pertain to field 
theory as suggested. 

Another interesting conclusion that is suggested in 
Sec. IV is the phenomenon of "analyticity flip," i.e., 
that while there is no analyticity in g there is "essential 

1 C. A. Hurst; Proc. Cambridge Phil. Soc. 48, 625 (1952); W. 
Thirring, Helv. Phys. Acad. 26, 33 (1953); A. Petermann, Arch. 
Sci. Phys. Nat. 6, 5 (1953); R. Utiyama and T. Imamura, Pro gr. 
Theoret. Phys. (Kyoto) 9, 431 (1953); W. M. Frank, J. Math. Phys. 
5, 363 (1963). 

• See, e.g., S. Frautschi, Progr. Theoret. Phys. (Kyoto) 22, 882 
(1952), p. 882 footnote-; A. Peres, J. Math. Phys. 4, 332 (1963); 
G. A. Baker and R. Chisholm, J. Math. Phys. 7, 1900 (1966). 

8 A. Peres, J. Math. Phys. 4, 332 (1963); F. Calogero, Nuovo 
Cimento 30, 916 (1963). 

analyticity" in IJg. [f(z) is said to be "essentially 
analytic" at z = 0 if one can find IX, (3 such that 
ZXf(zP) is analytic at z = 0.] Such an analyticity flip 
has been noted in connection with a solvable field 
theory model. 4 

This paper presents a preliminary study of this 
situation and leads to interesting questions which 
should merit further investigation. The quantity 
studied is the resolvent operator, and the weak 
divergence (which is the strongest type of divergence) 
of its p.s. is demonstrated by combinatorial methods. 

The result is first demonstrated for the ground­
state expectation value of a class of anharmonic 
perturbations in Sec. II. The results are extended to 
all anharmonic perturbations and to all matrix 
elements in Sec. III. The nonanalytic behavior is 
classified in Sec. IV. In Sec. V the results are discussed 
in the context of Hilbert space theory. Other ap­
proaches and ramifications are discussed in Sec. VI. 

I. THE PERTURBATION EXPANSION 

We consider the one-dimensional system defined by 
the Hamiltonian 

H= Ho +gV. (I) 

The unperturbed Hamiltonian Ho is that of a har­
monic oscillator 

Ho = t(p2 + w2q2 - w) (2) 

(Ii = 1) with eigenstates 1m) such that 

(Ho - mw) 1m) = 0 (m = 0, 1,2, ... ). (3) 

The state 1m) is termed the "mth level" of the unper­
turbed oscillator [though it is actually the (m + l)th 
level]. gV is an anharmonic perturbation of the form 

gV = gP(x), (4) 

'w. M. Frank, Nuovo Cimento 38,1077 (1965). 
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where P(x) is a polynomial in x of degree higher than 
two, and g is the coupling constant. The result is 
demonstrated for the more general form of V, a 
multinomial in a and at [the raising and lowering 
operators, defined in Eqs. (lOa), (lOb)], but we loosely 
speak of V as a polynomial in x. Only Hermitian V 
is considered, though this limitation is really not 
essential. The expansion is in powers of g. For P(x) 
a linear or quadratic polynomial (or multinomial in a 
and at) the power series respectively converge with 
infinite and finite radius of convergence. This fact 
follows from the convergence theorems discussed by 
Speisman. 51t can also be derived by application of the 
Rellich-Kato theorem on regular perturbations,s or 
by the methods of this paper which have already been 
applied to a study of convergence in an earlier paper. 7 

The quantities whose perturbation expansion we 
consider are the matrix elements of the resolvent 
operator 

R(E) = (E - H)-1 (5) 

taken between unperturbed eigenstates. We first con· 
struct the proof for the case of the oscillator ground­
state expectation value of R(E). Other matrix elements 
are discussed in Sec. III. The perturbation series is 
constructed by expansion of the resolvent operator 
R(E) in powers of g which entails iteration of the 
unperturbed resolvent 

r(E) = (E - Ho)-1 (6) 

(i.e., energy denominators). For this reason the values 
of E should be restricted to lie in the resolvent set (i.e., 
not in the spectrum) of Ho. Since R(E) has a pole in E 
at a point in the spectrum of H, it is advisable to 
choose E in the resolvent set of H. For g real, complex 
E would be in this set, and if the spectrum of H is 
bounded from below sufficiently negative E should do. 
For purposes of simplicity negative E is chosen, 
though all the steps follow with only an obvious minor 
modification for complex E. These modifications in a 
more complicated form are made in Ref. 7 and dis­
cussed in Sec. III. While some of the anharmonic 
perturbations considered lead to spectra with no lower 
bound, the reasoning makes clear that the expansions 
in g are nonanalytic for complex E. In fact, the 
unboundedness of the spectrum from above and 
below in these cases is a manifestation of the non­
analyticity we are proving, since the perturbation can 
in no sense be small if it changes a spectrum (the 

6 O. Speisman, Phys. Rev. 107. 1180 (1957). 
6 See, e.g., F. RelIich, "Perturbation Theory of Eigenvalue 

Problems," Lecture Notes, New York University (1953); T. Kato, 
1. Fac. Sci. Tokyo University 6. 198 (1951). 

7 W. M. Frank,l. Math. Phys. 3, 272 (1962). 

unperturbed one) with a finite lower bound into one 
which has none. The nonanalyticity also follows for a 
class of perturbations leading to spectra which have 
a lower bound. 

We write -E = A > O. The perturbation series for 

R( -A) = -(Oll/(A + H) 10) (7) 

is given by the formal series 

00 

R(-A)==Ig1OR1O 
10=0 

co 

= -(01 r( -A) I (-g)"T( -A") 10), (8) 
n=0 

where 
T( -A) = - Vr( -A) = V[l/(A + Ho)]. (9) 

n. POSITIVE ANHARMONIC COUPLING 

In this section we study a class of anharmonic 
couplings, which we term "positive." These are 
defined in terms of "pure" anharmonic couplings. 
Anharmonic couplings where P(x) of Eq. (4) is a 
normally ordered monomial, i.e., of the form 
P(x) = :.xk: are termed "pure." If there exists a 
positive constant b such that the matrix elements of 
P(x) - b :.xk: for some k ;> 3 are all nonnegative, then 
P(x) is termed "positive." The demonstration is 
spelled out in detail for the case of a pure cubic term, 
though the method lends itself straightforwardly to 
all pure anharmonic couplings. The combinatorial 
technique of "words" used in an earlier paper7 is 
applied. This involves a diagrammatic analysis based 
on the particle interpretation of harmonic oscillator 
states. The "lowering" or "annihilation" operator a is 
introduced. 

a = (iw)!(x + ip/w) (lOa) 

as well as its adjoint "raising" or "creation" operator 

at = Ow)!(x - ip/w) (lOb) 

which obey [a, at] = 1. It is assumed that the reader 
is familiar with the properties of these operators as 
well as their "field-theoretic" interpretation. In terms 
of them 

(11) 

and for pure cubic coupling 

3 a I « 
V = (2w)-lf(a t + as + 3at a + 3atall

) == I Yo. 
$-1 

(12) 

where the operator in parentheses is essentially a 
normally ordered r. The operators V, (i = 1,2,3,4) 
are defined respectively according to their order of 
writing in the parentheses in Eq. (12). Qearly only 
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even-order terms appear in the perturbation series for 
R(-A). The 2nth-order term in the expansion has the 
form 

2n 1 1 
g'AAR = L(OI V V··· V-- V 10) 

2n All A + Ho A + Ho 
(13) 

with V appearing 2n times. Each V is a sum of four 
operators V. (i = 1,2, 3,4) as given in Eq. (12), and 
by distributing this sum in the product in Eq. (13), 
Ran is expressed as a sum of 16" "terms." Each such 
term is positive since all the energy denominators are 
positive for positive A and the matrix elements of the 
Vi are always nonnegative. Ran clearly exceeds the 
contribution of that single term where the first n 
operators V (starting from the rightmost) are taken to 
be VI = (2w)-ia t8, and the remaining n are taken to 
be Va = (2w)-ia3• This particular term to be de­
noted by Ran is readily evaluated. 

R - 3w(p + n)(3n)! iI 1 
2n - A'-72w5)n m=I (p + m)'I. 

3w(p + n)(3n)! r2(p) 

= A'-72w5)nr2(p + n + 1) , 

where p = A/3w. It is quite clear that the sum 
00 

R(-A) == '1g2nR'l.n 
n=O 

(14) 

that the relations found would be valid up to an 
arbitrarily high term if the expansion were terminated 
at some other appropriately larger finite term. More 
accurately, the expansions are to be viewed as asymp­
totic expansions, and the operations performed 
would then be justified. 

In order to establish the divergences of the p.s. for 
the ground-state expectation value of the resolvent 
for an arbitrary polynomial, it is sufficient to show that 
for sufficiently large n, the coefficients of the expansion 
grow like a positive power of n! despite alternations 
in sign of the contributions from different "diagrams." 
The anharmonic coupling V can be expanded 
(uniquely) in the form 

k 

V = '1Oti :x i
:. (19) 

;=0 

The upper limit k of summation in Eq. (19) is 
termed the "degree" of V. Without loss of generality 
we take Otk > O. Because of the latter condition, there 
is an integer p such that 

(ml V In) ~ 0 m;n ~p (20) 

and we choose p to be the minimum such integer. 
We abbreviate 

r = (A + HO)-l; 
vnr"-l; = V(rV)n-l 

= VrVrV'" V (Vntimes). = 3wr~p)i (L..)n (p + n)(3n)! (15) 
All n=O 72w5 r~ + n + 1) Let 

is divergent. In fact it is clear that Ran exceeds all of 
the other 16n terms in R2n for A positive, so that 

R2n < R2n < 16"R2n (16) 
and 

R(g; -A) < R(g; -A) < R(4g; -A). (17) 

It is seen that the 2n term in the expansion grows like 
n! (to within geometrical factors). This method applies 
straightforwardly to pure anharmonic perturbations 
of the type 

V= :x: k (18) 

and gives the result that the 2n term in R( -A) grows 
(to within geometrical factors) like n !k-2. The lack of 
convergence for g with any particular phase, of 
course, implies the same for g of larger modulus 
regardless of phase. The divergence follows for positive 
anharmonic couplings from the pure case since the 
nth-order perturbation coefficient for the positive case 
exceeds the corresponding coefficient for a pure case. 

m. GENERAL ANHARMONIC COUPLINGS 

In what follows, divergent power series are manip­
ulated as if they were convergent, with the rationale 

Uo(n) = (01; V"rn- 1 ; 10). (21) 

Let Ao be the rejection operator for the state 10), i.e., 

Ao 1m) = (1 - bm •o) 1m), 

ro = Aor = Ao/(A + Ho) 

and further define 

To(n) = (01; V"r~-l; 10) (22) 

so that the intermediate state 10) is forbidden. It is 
easy to see that the formal generating functions 

1 1 
'U{z) = - + "2 '1 Uo(n)zn, (23) 

A A n=1 

b(Z) = '1 To(n)zn, (24) 
n-l 

are related via the mass renormaIization relation, 

<tb(Z) = [A - b(Z)]-l. (25) 

It may be shown that the coefficient of zn in b(Z) 
grows as (n !)lk-l in the sense that 

0< lim 1To(n)nl-lk+lI1/" < 00. (26) 
""'00 
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We call tk - 1 the "exponent of factorial growth" 
(e.f.g.) of 1':)(z) written e.f.g. [1':)(z)], and also speak of 
it as the e.f.g. of the sequence {To(n)}. It is easy to see 
that if p is the e.f.g. of1':)(z) then it is also the e.f.g. of 
%(z). From the formal expansion into a power series 
of the function [A - 1':)(Z)]-1 it is clear, allowing for 
the possibility of cancellations, that 

e.f.g. [%(z)] ~ e.f.g. [1':l(z)]. (27) 

The inverted relation 

b(Z) = A - '\1,(Z)-1 (28) 

implies by the same reasoning, the reverse inequality. 
Thus 

e.f.g. [1':l(z)] = e.f.g. [%(z)]. (29) 

We now determine the e.f.g. of1':)(z). Let the operators 
V<+) and V<-) be defined by 

Then 

Define 

{ 0, 
if k~p, 

V<+) Ik) = 
Vlk), if k>p. 

{ 0, if k~p, 
V<-) Ik) = 

Vlk), if k<p. 

(nl V<+) 1m) ~ 0, m ~ p. 

T,in) = (pi; V"r~-I; Ip), 

lin) = (pi; V<-)"r~-I; 10). 

(30) 

(31) 

(32) 

(33) 

Further define 

M~+)(n) = (pi; V<+)" r~-I; Ip), (34) 

M~-)(n) = (pi; V<-)" r~-I; Ip). (35) 

In I in), M~+)(n), and M~-)(n) the pth level cannot be an 
intermediate state. In M~+)(n) all the intermediate 
states are levels higher than p, and in M~-)(n) and 
lin) they are all lower. The arguments of Sec. II can 
be readily used to establish the e.f.g.'s of the sequences 
M~+)(n) and M~-)(n) for large n in terms of the degree 
k of V. 

e.f.g. {M~+)(n)} = tk - 1, 

e.f.g. {M~-)(n)} = O. 

(36) 

(37) 

We can decompose T'P(n) according to the number of 
times that the level p appears as an intermediate state, 
and write 

" 
T'P(n) = L T'P(n; k), (38) 

k=1 

where in T'P(n; k) the intermediate state p appears 
exactly k - 1 times. T'P(n; k) is thus a sum of products 
of factors each describing a transition from the state 

p to the state p through states unequal to p. Such 
transitions are described by the matrix elements 
M~±)(n) of Eqs. (34) and (35). To each term which 
contributes to Tin; k) there corresponds a set of k 
ordered positive integers {Nt'" Nk } each denoting 
the "length," i.e., the number of interactions (i.e., V's) 
in the p to p transitions, as well as an ordered set of 
signs {St, S2' •• " Sk} each S having the value + or -, 
according to whether the corresponding p to p 
transition is through levels, respectively, above or 
below p. The set of integers {Nt' .. Nk } may contain 
multiplicities, i.e., identical entries, and we denote the 
unordered set of {Nt ... Nk } by [n~1. n~z, .. " n;:] 
meaning that the integer nl appears r 1 times in 
{N1 ' •• N k} n2 appears r2 times··· nm appears r m 

times (rj > 0), where m is the number of distinct 
integers among Nt ... Nk • As each p to p transition 
may be through levels higher or lower than p, one 
would further decompose each r, (j = 1 ... m) into 
a sum 

rj = r~+) + r~-) 
such that r}H of the p-p transitions of length r; are 
through levels above p, and r~-) are through levels be­
low p. Then we can write 

k 

T'P(n;k)=k!L L 

where 

m=l 1'1.1··' nm 
"1 <±) ..• r", <±) 

(M~+)(nl»r1<+) (M!+)(nm)t"'<+) 
X . .. '--"---'---"'"-'---

(r1+»! (r~»! 

[M~-)(nm)rm<-) 

(r~»! 

L n;r~8) = n~ L r~8) = k. (39) 
;,S=± ;,8=± 

Let us now define a number of formal generating 
functions (to be understood in general as asymptotic 
series) 

'" J(z) = 1 + L lin)z", (40) 
,,=1 

'" 1':)'P(z) = 1 + L T'P(n)z", (41) 
,,=1 

and 

'" .A(,~±)(z) = 1 + L M~±)(n)zn, (42) 
,,=1 

with coefficients defined in Eqs. (32)-(35). Further let 

T~-)(n) = (01; V<-)" r;-I; 10), (43) 

i.e., the contribution to To{n) arising from intermediate 
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states all of which are below the level p. Let 

00 

1J~-)(z) = 2 T~-)(n)zn. (44) 
n=l 

Then one readily verifies that 

1J(z) = 1J~-)(z) + [1/(A + pW)]J2(Z) 

+ [1/(A + pW)2]J2(Z)1Jiz) , (45) 

where the three expressions on the right, respectively, 
denote contributions from terms where the state p 
appears as an intermediate state zero, one or more 
than one time. It is clear that 

e.f.g .. [J2(z)] = e.f.g. [1J~-)(z}] = 0 (46) 

and we wish to determine e.f.g. [1Jiz)]. 
Let us define the double generating function 

00 00 T (n- k) 
Viz:t) = 1 + 2 2 l' . tkzn. (47) 

n=lk=l k! 
Then formally 

LOOdte-tviz:t) = 1 + n~lk~lTin:k)zn 
00 

= 1 + 2 Tin)zn = 1Jl'(z), (48) 
n=l 

in view of Eq. (38). The quantity Viz: t) can, how­
ever, be formally summed in view of Eq. (39). 

00 n k 

Vl'(z:t) = 1 + 2 2 2 2 
n=l k=l m=l nl ... n", 

T1 I±) •• 'r",I±) 

i~n~/')=n 

i~.r/·)=k 

( ) 1+) ( ) 1-) 
X [tz n1Ml'+ (nl)r1 [tz nmMl'- (nm)rm 

(ri+»! (r~»! 

= exp [t ~/n[(M~+)(n) + M~-)(n)]J (49) 

and formally 

1Jl'(z) = LOOdte-tviz; t) 

= f~ dt exp {-{1 -~/n(M~+)(n)+M~-)(n»J} 

= {1 - ~ zn[M~+)(n) + M~-)(n)] r1 

= [1 - .A(,p(z)]-I, (50) 

where .A(,iz) = .A(,~+)(z) + .A(,~-)(z) as defined in Eq. 
(42). From the considerations leading to Eq. (29) we­
conclude that 

e.f.g. ['"Gl'(z)] = e.f.g. [.A(,iz)] 

= e.f.g. [.A(,~+)(z) + .A(,~-)(z)] = lk - 1 

the latter following from Eqs. (36), (37). This through 
Eqs. (45), (29) leads to the result 

e.f.g. {Uo(n)} = lk - 1. Q.E.D. 

The extension of these results to complex .A. and to 
other than ground-state expectation values of the 
resolvent is quite straightforward. For A. = Ar + iA.i 
(A. -:;f 0) we are guaranteed the nonvanishing of energy 
denominators. The upper bounds of Sees. II and III 
remain valid if one takes into account that AT' if it is 
negative, will cancel a bounded part of the intermediate 
state energies, an effect which is inconsequential to 
the contribution from highly excited intermediate 
states, which determine the e.f.g. of the perturbation 
series. It is not difficult, though somewhat involved, 
to show that the complex energy denominators do not 
provide cancellations lowering the e.f.g. of the power 
series. As the energy of the intermediate excited states 
become large, the complex phase angle of each ampli­
tude becomes small due to the bounded imaginary 
part of the energy denominator, and phase cancel­
lations have no effect on the e.f.g. For other than 
ground-state expectation values, the same result for the 
e.f.g. is valid. Excited initial and final states only shift 
the energy denominators by a bounded quantity, 
which does not affect anything. 

IV. BEHAVIOR NEAR g = 0 

What can be said about the nature of the singularity 
near g = O? We have seen that the formal series of 
Eq. (8), which we denoted by R(g: A) is now simply 
R(g), has e.f.g. T == lk - I. The coefficients Rn of the 
power series will have a large n behavior of the form 

Rn = p(n)n!f or Rn""'" n !f, (51) 
where 

lim lIn p(n)1 = O. 
n-+oo n In n 

(52) 

We shall simple-mindedly conjecture the singularity 
suggested by the asymptotic series in Eq. (51). A 
proper study of the question will be carried out 
elsewhere. 

Let us write formally 

Rn = r(an + 1)c(n), (53) 

where T < a which is otherwise arbitrary. According 
to Eq. (51) 

c(n) ,...". lin !,.-f (54) 

so that C(g) is an entire function of g, where 

00 

c(g) == 2 c(n)gn. 
n=O 
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From Eq. (54) we conclude according to standard 
theorems on entire functions that the "exponential 
order"s of C(g) is p == (0' - T)-l. Substituting 
formally 

into 
R(g) = I r(O'n + 1)c(n)g", (55) 

,,=0 
one obtains 

R(g) = 100 

due-uqu"g). (56) 

The knowledge of the exponential order of C(g) tells 
us that there is an inequality like 

I C(u "g) I < exp [A IgllfCT-r . UCT
/

CT
-'] (57) 

(A soine constant). Under these conditions the integral 
in Eq. (57) would not be expected to converge, a 
reflection of the anticipated singularity of R(g) near 
g = O. However, the inequality Eq. (57) is too general. 
Frequently the function C(g) either has sectors wherein 
it approaches zero exponentially, or is a sum of such 
functions (as, e.g., cosh z). According to resultsll 

on entire functions, in these sectors 

qz),....., exp (-B IzIP) (58) 

if the exponential order is p. For g within such an 
"attenuating sector" the integral in Eq. (56) can be 
evaluated by expanding e-U in a power series 

R(g) = 1;(_)" ("'duu"qu CTg) 
11=0 n! Jo 

for large g. The latter quantity is evaluated straight­
forwardly, and results in 

R(g),....., 1; (-)" [ur-' IgW(,,+l)/CT r[(n + 1) (1 - !) ] ' 
11=0 n! 0' 

(60) 

which is a convergent expansion in negative non­
integral powers of Igi. It thus can be analytically 
extended via this power series to the whole finite 
plane of g-U, and is thus "essentially analytic" in the 
sense indicated earlier. Its exponential order is O'IT, 
which implies an essential singularity near g = o of the 
form 

(61) 

8 An entire function I(z) is said to be of exponential order 
at > 0, if at is the greatest lower bound of real numbers i' such-that one 
can find a K for which 

I/(z)1 < exp IKzl'l. 
• See. e.g., E. C. Titchmarsh, The Theory 01 Functions (Oxford 

University Press, New York, 1939), 2nd ed., Sec. 8.7. 

(independent of 0' as it should be since (1 is arbitrary). 
We thus conjecture that the singularity of the resolvent 
R(g; E) as a function of g is essential at g = 0 and of 
the nature given in Eq. (61). Independent calculations 
along different lines are being carried out to verify this 
point. 

V. HILBERT SPACE CONSIDERATIONS 

The results found are not at all difficult to under­
stand. They simply say that perturbation theory will 
not work if the perturbing operator is not in some 
appropriate sense small compared to the unperturbed 
term. Such sufficiency criteria for the perturbation 
treatment of operators and spectra in Hilbert space 
are known and they in fact break down for the present 
example, suggesting the divergences presently found. 
The writer is not familiar enough with the necessary 
conditions which may possibly directly imply the 
results obtained. The important sufficiency condition 
applicable to problems of this kind is the Rellich­
Kato theorem.6 Definitions of the standard terms can 
be found in standard works on Hilbert space theory.lO 

Definition: A is said to be in the resolvent set of a 
closed linear operator T, if (T - ..1.)-1 is a bounded 
operator. 

Definition: If T(z) is a closed linear operator function 
of z then T(z) is said to be regular in z if for some A 
in the resolvent set of T(O), R(z) can be expanded for 
sufficiently small z in a power series in z which con­
verges in the operator norm.u 

Rellich-Kato Theorem: If II VIII < a IIHo/1i + b 11/11. 
(a, b constants) for alliin an everywhere dense subset 
of the Hilbert space, then 

H(z) = Ho + zV (62) 

is regular for Izl < 0-1• 

Applied to our case it is clear that the conditions are 
not fulfilled. In fact -A = E negative, is in the 
resolvent set of Ho and we have seen that 

R},(g) = -1/(..1. + H) 

has a zero radius of convergence in the weak norm, i.e., 

(ml R},(g) In) (63) 

10 See. e.g., N. I. Akhiezer and I. M. Glazman, Theory 01 Linear 
Operators In Hilbert Space (Frederick Ungar Publishing Company. 
New York, 1961). 

11 The norm IIAII of the operator A is defined as 

IIAII = max IIAIII/II/II. 
where Iran~es over the domain of A. A .. => A in the operator norm 
ifIlA .. - AII-+O. 
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diverges for all m, n. It follows a fortiori that Rig) 
is divergent in the operator norm (since operator 
convergence implies weak convergence) for such A, 
and this by the theorem implies divergence for all A. 
The Rellich-Kato theorem is the basis of convergence 
criteria in quantum mechanics discussed by Speisman.5 

VI. DISCUSSION 

The result obtained is basically transparent. It is 
related to the result of BaymI2 concerning the lack of 
a lower bound in the spectrum of odd-order boson 
couplings. The Rellich-Kato theorem implies that a 
regular perturbation on a spectrum bounded from 
below, must also have a lower bound. The nonanaly­
ticity we find also applies, however, to potentials of 
the form +g.x4 which do have a lower bound. The 
nonanalyticity for +g.x4 derives, however, from the 
lack of a lower bound for -gx4, as suggested by 
Dyson.IS 

There are a number of further suggestions and 
implications of this result which are of interest. First 
of all as to method. This problem was studied via the 
creation-annihilation operator formalism. It is also 
related to other methods in the theory of differential 
equations, which have not been exploited. Thus by 
going over into the momentum representation 
X = i dldp, the Schrodinger equation for a poly­
nomial potential becomes in the neighborhood of 
g = 0 a singularly perturbed equation, i.e., one where 
the perturbation changes the order (i.e., the order of 
the highest derivative) of the equation. The machinery 

,. G. Baym, Phys. Rev. 117, 886 (1960). 
13 F. J. Dyson, Phys. Rev. 85, 631 (1952). 

of such problems is not familiar to the author, but 
such machinery exists and may lead to further 
information on the structure of such theories. In 
another approach the variable change X = ~-l can 
be made, leading to a strong singularity in the neigh­
borhood of the origin. Some of the methods applied 
to singular potential problems may be applicable. 
Thirdly, the traditional WKB method should be 
applicable, and such an investigation will appear in a 
separate article. 

The considerations of the Rellich-Kato theorem 
that II VII is never smaller than II Holl, lead one to look 
at the problem as if Ho were the perturbation on V 
suggesting a convergent expansion in negative powers 
of g. This phenomenon of "analyticity flip" has 
been noted by the author in connection with a field 
theory model. 4 One in fact finds from the WKB 
approach that this is true. The results will be reported 
separately. 

The original motivation for this problem was to 
show that the oft-derived divergences of the per­
turbation expansion for multiboson interactions 
(e.g., q(3) has nothing whatsoever to do with field 
theory. In a field theory, infinitely many oscillators 
are anharmonically coupled, while we see that the 
anharmonic coupling of one single oscillator is also 
not analytic in the coupling constant. The divergence 
of various other field theory modelss derives from the 
considerations presented here. The analyticity flip 
which follows from other arguments very likely applies 
to these field theory models and suggests a search for 
construction of solutions of such field theories via 
strong coupling approaches. 
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Assuming that the group E, obtained by combining the Poincare group P with. a general internal 
symmetry group S, has a direct-product-like structure as occurs in the McGlinn theorem, the conditions 
for the existence of an isomorphism of E with a nontrivial sernidirect-product-like structure are examined. 
It is found that a nontrivial double structure can exist if and only if S contains an internal Lorentz 
group L, P or their covering groups L, P. Mass splitting then occurs if the Poincare group of the semidirect­
product-like structure is identified as the physical space-time group. 

1. INTRODUCTION 

THE problem of combining the (proper ortho­
chronous) Poincare group P with an internal 

symmetry Lie group S to form a larger Lie group E 
has been considered by many authors1•2 who reached 
the conclusion that under rather general conditions 
E is the direct sum 

E = S +;f, (Ll) 

where;f, S, andE are the Lie algebras of P, S, and E. 
It was then concluded that the mass operator 

m2 = PfJpfJ, where PfJ is the four-momentum, must be 
degenerate within an irreducible representation of E, 
which then cannot contain particles of different mass. 

However, it is quite possible that the Egiven by 
Eq. (1.1) might also be isomorphic to a nontrivial 
semi direct sum with S as the ideal (invariant Lie 
subalgebra), i.e., 

E = S + ;f "-' S I!I ;f/, 

where 
(1.2) 

This might give rise to mass splitting, if one identifies 
:1" with the physical Poincare Lie algebra. 

The possibility of double structure for f, was 
considered by Ottoson, Kihlberg, and Nilsson3 

(OKN) for the case of S semisimple and compact. 
OKN and Kihlberg4 discuss the possibility of mass 
splitting arising from double structure. 

In this article we consider the problem of double 
structure of E for the case of a general internal 
symmetry group S, from a global point of view. 

• Present address: Department of Physics, Boston University, 
Boston, Massachusetts. 

t Present address: The Niels Bohr Institute, Copenhagen, 
Denmark. 

1 W. D. McGlinn, Phys. Rev. Letters 12,467 (1964); F. Co ester, 
M. Hammermesh, and W. D. McGlinn, Phys. Rev. 135, B451 
(1964); M. E. Mayer, H. J. Schnitzer, E. C. G. Sudarshan, R. 
Acharya, and M. Y. Han, ibid. 136, 8888 (1964); C. W. Gardiner, 
Phys. Letters 11, 258 (1964). 

2 E. C. G. Sudarshan, J. Math. Phys. 6, 1329 (1965). 
8 U. Ottoson, A. Kihlberg, and J. Nilsson, Phys. Rev. 137, 8658 

(1965). 
• A. Kihlberg, Nuovo Cimento 37, 217 (1965). 

In Sec. 3 we find the condition under which a 
nontrivial double structure can exist. This condition, 
as given in Theorems A and B, is that S ~ L, L, P, or 
P, where L is the Lorentz group and L, P are the 
covering groups of L, P, i.e., that S contains an 
internal Lorentz or Poincare group or their covering 
groups, all of which are noncompact. 

In Sec. 2 we review the theory of group extensions 
needed in Sec. 3. 

In Sec. 4 we give in Lemmas A and B, the conditions 
for the double structures to be of physical interest. 

In Sec. 5 we analyze the double structures and 
find in which cases they give rise to mass splitting. 

In Sec. 6 we discuss in some detail the articles in 
Refs. 2-4 in order to clarify them. We point out that 
Theorems A and B rule out the possibility for a 
nontrivial double structure for the case of compact S; 
which is the problem considered in Refs. 3 and 4. 

Finally, in Sec. 7 we discuss a simple example of 
nontrivial double structure. 

2. GROUP EXTENSIONS 

We first need some mathematical formalism from 
the theory of group extensions. 

Definition: E is a group extension of Q by K, if K 
is an invariant subgroup of E, i.e., if K <J E such that 
the factor group 

ElK "-' Q. 
Let 

cp:G1 ~ G2 or G1 ~ G2 , 

denote a single-valued mapping (but, in general, not 
a homomorphism) of a group G1 into a group G2 

and let 

denote a homomorphism e of G1 into G2 , and let 
1m e and Ker e denote the image and the kernel of e, 
respectively. 

1128 



                                                                                                                                    

INTERNAL AND SPACE-TIME SYMMETRY GROUP 1129 

Definition: A sequence of homomorphisms 
Ii li+1 ... -+ G'_1 -+ Gj -+ Gi+! -+ ... , 

is exact if 
Im~ = Ker ~+! Vi. 

An extension E of Q by K can then be symbolized 
by the exact sequence 

l--K--E-- Q--l, 

where 1 denotes the trivial group of only one element. 
This exact sequence can be implemented to the 

usual group extension diagram of commutative exact 
sequences (see, e.g., Ref. 5) shown in Fig. 1, where 
C(K) is the center of K, Aut K is the group of auto­
morphisms of K, In K and Out K the groups of inner 
and outer automorphisms of K, and h is a 1 : 1 mapping 
(not a monomorphism) such that 

foh = 1 

the identity homomorphism. 
The group extension problem is characterized by a 

triple (Q, K, g: Q -- Out K) and can have none, one 
or more than one solution E for a given triple. 

Definition: The extension is central if g: Q -- Out K 

The elements e of E can be written as the ordered 
pair e = (k, q), where k E K and q E Q with the group 
multiplication law 

(kl , ql)(k2, qJ = (k1ql[k2]w(ql , qJ, qlq2)' (2.2) 

In the case when E is a central extension, h can be 
chosen (see, e.g., Ref. 5) such that Eq. (2.2) takes the 
form 

(k1 , qJ(k2 , qJ = (k1k2w(q1' qJ, qlq2), (2.3) 
where 

W(ql , qJ E C(K) 
and fulfills 

w(qt ,qJW(q1q2 ,q3) = w(q?" qa)W(ql , q2qa)' (2.4) 

In the case when E is a semidirect product, h can 
be chosen such that 

W(ql,qJ = I, 
i.e., such that Eq. (2.2) takes the form 

(kl , ql)(k2, q2) = (k1ql[k2], Qlq2)' (2.5) 

For the case when E is a direct product, h can be 
chosen such that Eq. (2.2) takes the form 

(k1 , qJ(k2, q2) = (klk2' qlq2)' (2.6) 

3. DOUBLE STRUCTURE 

1. Corresponding to & given by Eq. (Ll) we have 
globally either the direct product 

E = S X P, (3.1 a) 

or the direct-pro duct-like structure 

E = (S X P)/C2 • (3.lb) 

Here C2 is the cyclic group of order two whose 
elements are [I, (0, 1)J and [~, (0, -1)], i.e., 

C2 = {[l, (0, 1)], [~; (0, -I)]} c: S x P, 
where 

is the trivial homomorphism of Q onto the unit Also 
element of Out K. i.e., if g = 0. 

(0, -l)EL. 

~ = I, 
For a central extension the group extension 

diagram of Fig. 1 reduces to the diagram shown in 
Fig. 2, where the mappings t and h' are defined later. 

In Fig. 1 the mapping h defines, by the equation 

h(qJh(qJ = W(ql' qJh(q1qJ, 

the factor system W(q1' q2) of h which fulfills 

W(q1 , q2) E K, 

W(Ql, 1) = 1 = w(l,qJ, 
and 

W(ql,qJW(qlq2' qJ = ql[W(q2, Qa)]m(q1, Q2f/J. (2.1) 

where 
Q[kl == h(q)sh(q)-l. 

5 L. Michel, in Brandeis Summer Lectures in Theoretical Physics 
1965 (Gordon and Breach Science Publishers, New York, 1966). 

i.e., 
~ E 2C(S), 

the subgroup of C(S) of elements of order two. Equa­
tion (3.1b) includes, for e = 1, the case E = S x P. 

(l 

!/"{ 
/-1(-£-(;'-/ 

1 ! .t __ ~~~@-f 
!-C(A-)-- 1f~);,I(---"" / 

1 
FIG. 2. Diagram of a central extension. 
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The E given by Eq. (3.la) is a covering group of the 
E given by Eq. (3.lb). 

The global statements of double structure corre­
sponding to the Lie algebraic equation (1.2) are that 
the E defined by Eq. (3.1a) be isomorphic to a non­
trivial semidirect product with S <J E 

E = S X P "" S r:?J P', (3.2a) 
where 

E/S "" P' "" P, (3.3a) 

or that the E defined by Eq. (3.1b) be isomorphic to a 
nontrivial semidirect-prcduct-like structure. 

E = (S X P)/C2 "" (S ~ P')/C~ , 
where 

E/S ro.J P' /C~ "" p' "" p "" P/C2 • 

Here 
q = ([I, (0,1)], W, (0, -I)]} c S r:?J P', 

where 

Equation (3.2b) includes, for ~ = 1, the case 

E = S x P:::=. (S r:?J P')/C~ 
and, for f = 1, the case 

E = (S X P)/C2 "" S ~ P'. 

(3.2b) 

(3.3b) 

2. From Eqs. (3.3) and from the definition of a 
central extension or from Eq. (2.3) it is clear that 
E given by Eq. (3.1a) or by Eq. (3.1b) is a central 
extension of P or P, respectively, by S. In order to 
find the conditions under which the double structures 
(3.2) exist, we therefore rewrite the group multi­
plication law (2.3) of a central extension. 

Let us consider an arbitrary mapping 
t:Q---K, 

as shown in Fig. 2. Then 

t(ql)t(q2) == W(ql' qJt(qlqJ 
== W'(ql, qJW(ql' qJ-1t(qlqJ 
= W'(ql, qJt(qlqJW(ql, q2)-1, (3.4) 

which defines W(ql' qJ and where 

W'(ql, qJ == W(ql' qJW(ql' qJ. (3.5) 

We now map the elements (k, q) of E onto 
(k, q)' == (kt(q), q). Defining 

q[k] == t(q)kt(q)-l 
= t(q)h(q)kh(q)-lt(q)-l 
= h'(q)kh'(q)-l 

we get for the multiplication law (2.3) of the central 
extension using Eq. (3.4) 

(kl' qJ'(ka, qJ' = (k1t(ql)' qlXk.t(qJ, q.) 
= (k1t(qJk.t(qa)W(ql, qJ, qlq2) 
= (k1t(ql)k2t(ql)-lt(ql)t(qJW(ql , qJ, qlq2) 

= (k1ql[k.]w'(ql, qJt(qlqJ, qlq2) 
= (k1ql[k.]w'(ql, q.). qlq2)', (3.6) 

where we now only have to show that W'(ql, qJ 
fulfills Eq. (2.1). 

From Eq. (3.4) we have 

ql[W(q2, qa)]W(ql, q2qS) 
= t(ql)t(q2)t(qa)t(q2qa)-lt(Ql)-lt(ql)t(q2qS)t(qlq2qa)-1) 

= t(ql)t(q2)t(qlq2)-lt(qlqJt(qa)t(qlq2qa)-1 

= W(ql' qJW(qlq2' qa). (3.7) 

From Eqs. (2.4) and (3.7) it then follows that 

ql[W'(q2' qs)]W'(ql, q2qa) 

= ql[W(q2, qa)]ql[W(q2, qa)]W(ql, q2qS)W(ql. q.qs) 

= ql[W(q2, qS)]W(q2, qa)W(ql, q.qS)W(ql, q2qS) 

X W(ql' q.qs) 
= ql[W(q2, qa)]W(ql, q2qa)W(q2, qS)W(ql, q2qa) 

= W(ql' q2)W(qlq2 , qa)W(ql , q2)W(qlq2 • qa) 

= W(ql. q2)W(ql , qa)W(qlq2 • qS)W(qlq2 • qa) 
= W'(ql, qJW'(qlq2, qa), 

which proves our point. 
3. For the E given by Eq. (3.2a) we see that 

Q=P, K=S, 
while from Eqs. (2.6) and (2.3) 

W(Pl,pJ = 1 

and from Eqs. (2.5) and (3.6) 

W'(PI. pJ = 1. 
Hence from Eq. (3.5) 

W(Pl,Pa) = 1, 
and it follows from Eq. (3.4) that t is a homomorphism. 
Since the only proper invariant subgroups of Pare 
the translation group T4 and C2 == {CO, 1), (0, -I)}, 
it follows that t(P) = 1, L", L", P", or P", purely 
internal groups isomorphic to 1, L, L, P, or P, 
respectively. We therefore have the following condi­
tion for double structure for E. 

Theorem A: Let 
E= S x P. 

Then 
E '" S r:?J P', P' '" P, 

if and only if there exists 
t:P- S, t yl: 0, 

i.e., if and only if S ::> L", L", P" or P" '" L, L, P or P, 
respectively. 

The theorem can be illustrated by the diagram 
shown in Fig. 3: 

We notice that there exists a homomorphism 
j:P-InS. 

When we tum to the E given by Eq. (3.2b) we have 

Q =P, K= S, 
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FIG. 3. E= S X p",,- S 181 P'. 

while from Eqs. (2.3) and (3.6) 

W(Pl' pJ E sC(S), w'(PI, pJ E ,P(S). 

Hence from Eq. (3.5) 

iiJ(pl' pJ E sC(S), (3.8) 

and it follows from Eq. (3.4) that t is not a homo­
morphism. 

However, from Eqs. (3.4) and (3.8) we have 

t(pJt(p,)st(p,)-ll(pJ-l 

= W(.Pt, pz)I(PlPz)st(PIP,)-IW(PI ,p,)-1 

= I(PIPz)st(PlP,)-I, 

and hence there exists a homomorphism j shown 
below in the diagram of Fig. 4, 

j:P--+ In S, 
such that 

j =;0 t 
where ; is defined by 

i 
1 --+ C( S) --+ S --+ In S --+ 1. 

From Eqs. (3.4) and (3.8) it also follows that there 
exists a homomorphism, 

i:P--+ S, 
such that 

i«O, -1» E zC(S), 

and hence such that 

i(ji)t(p)-l = i(ji)[(t 0 t)(ji)]-1 E 2C(S), (3.9) 

where t is defined by 
I 1 --+ Cs --+ P --+ P --+ 1. 

It now follows from Eq. (3.9) that 

t(p)st(p)-l = (10 t)(P)s[(1 0 t)(p)]-l = f(p)sf(p)-I, 

l 

'-lj~17P-' 
1-<(5)-----s\'O' -, , 

I-C&-P-P-I 
! 

FIG. 4 E = (S X nlC, ~ (S 181 P')IC~. 

i.e., 
jot=;otot=iot~ 

so that we have a commutative diagram which is 
shown as a part of the diagram in Fig. 4. 

We now have the following condition for double 
structure of E in this case. 

Theorem B: Let 

E = (S X P)/C2 , 

where 

C2 = ([l, (0,1)], fe, (0, -I)]), e E 2C(S)' 
Then 

E rv (8 181 Pl)/C~, pi rv P, 
where 

C~ = ([I, (0,1)], [e', (0, -I)]), e' E 2C(8), 

if there exists f:P --+ S, i:;f:. 0, i.e., if S ::> L", L", P", 
or P"~ L, L, P, or P, respectively, such that 

f{(O, -1» = ee' E 2C(S)' 

We see that in both cases the condition for double 
structure is that S ::> L", L", pH, or PH. 

4. PHYSICAL CONDITION ON DOUBLE 
STRUCTURE 

If we want to obtain mass splitting from double 
structure, it is clear that P (or P) which occurs in the 
direct-product-like structures of Eqs. (3.2) and (3.3) 
cannot be identified with the physical Poincare 
group. We therefore identify pi (or Pi) with the 
physical Poincare group, while P (or P) describes 
a nonphysical Poincare group. 

In any theory of interest to particle physics we must 
ensure exact conservation of the generalized charges, 
i.e., the electric charge, the baryon, efectron and 
muon numbers, etc., a condition used as a basis for 
the articles of Refs. 2-4. It follows that the homo­
morphisms t and f must satisfy the following 
mathematical conditions, as seen from Eq. (3.6). 

Lemma A: The double structure 
E = S x P rv S ~ pi 

is of physical interest if 

p[so] = So VP EP VSo E So, 
i.e., if 

where So is the subgroup of S generated by the charges 
So and where Cs(So) is the centralizer of So in S. 

Lemma B: The double structure 

E = (8 X P)/C2 '" (8 ~ P')/C~, 
is of physical interest if 

p[so] = So Vp E P VSo E So, 
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i.e., if 
i(P) c: Cs(So). 

5. MASS SPUTTING 

We analyze the double structures given in Eqs. (3.2) 
in view of Theorems A and B to see whether or not 
they can give rise to mass splitting. 

Since the mass operator is given in terms of the 
four-momentum we return to the Lie algebras and 
Eq. (1.2). The generators of the physical Poincare 
group are then 

p~ == Pi + p~ E a", 
where Pi E a' are the generators of the nonphysical 
Poincare group, and the 

p~ == t(p,) E 8, 

are purely internal. In particular we have 

[Pi' Sp] = O. (5.1) 

For the physical mass operator we have 
m'. = p'. = (p + pO)" = p2 + 2p • pO + pOB 

= m2 + 2p • po + mol. (5.2) 

There are now two main cases to consider. 
(1) S ::> L" or L" but S ::p Jill or P". In this case 

and hence 
P: = 0, 

Since m" is the Casimir operator of Ji it follows that 

[m'2,p,] = 0 

and from Eq. (5.1) we have 

[m'2, sp] = 0, 

and hence there is no mass splitting. 
(2) S ::> Ji" or P". In this case P: ¥: O. In a given 

representation of E we now have the following 
possibilities: 

(a) p" ¥: 0 and p~ ~ O. We then have from Eq. 
(5.2) 

[m'2, l"v] ¥: 0, 

where l"v E C c: a' are the generators of the non­
physical Lorentz group, and 

[m,2, l~v] ¥: 0, 

i.e., m'2 transforms under both the nonphysical and 
the purely internal Lorentz transformations, so that 
there is mass splitting. However, a theorem by 
O'Raifeartaigh8 shows that there can be no mass 
splitting in a given representation of E if the mass 
operator in this representation has a discrete point in 
its spectrum. Thus if there is any mass splitting, as in 

• L. O'Raifeartaigh, Phys. Rev. Letters 14, 575 (1965). 

this case, it must be continuous and can only have 
physical application in a theory with a continuous 
mass spectrum. 

(b)p" = 0 andp~ ~ O. Now 

m'2 = moB. 

From Eq. (5.1) we then have 

[m'2, Pi] = 0, 
but in general 

[m'2, SpJ ¥: 0, 

since mol is not in general a Casimir operator of Sand 
we get in general a continuous spectrum of m'2 
as in Case (a). 

(c) P: == O. We are here back to Case (1) and 
there is no mass splitting. 

6. DISCUSSION 

In Refs. 2-4 the problem of combining a' with 8 is 
considered for the case when 8 is semisimple and 
compact, and a semidirect sum, which might be 
trivially a direct sum, is obtained for 8 

8,....., S [tJ a", (6.1) 

as a result of the conditions on a generalized charge 
which we discussed in Sec. IV. 

The commutations relations of Eq. (6.1) 

[Sp, sa] = C;aSr, Sp E 8, 

[pi, p;] = C:iP~' pi E a", 
and 

[pi, Sp] = cfpsa, 

are explored, and it is shown that there exists a set of 
10 linear combinations p~ of the S p 

such that 
p~ == bfsp, 

[pf, sp] = cfpsa. (6.2) 

Furthermore, the p~ satisfy the Poincare Lie algebra 

The quantities 

Pi == P; - p~ 
also satisfy the Poincare Lie algebra 

[Pi> Pi] = C:iPk' 
and furthermore 

[Pi'Sp] = 0, 

(6.3) 

so that the double structure, which might be trivial, 

& = S I!I a" ,....., 8 + a', 

has been obtained. 
It does not appear to have been clearly noticed that 

the necessary and sufficient condition for the existence 
of a solution p~ to Eq. (6.3) is that, corresponding to 
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our Theorems A and B, there exists a homomorphism 

t:!f' -- 8. 

The 10 p~ are linearly independent if and only if t is an 
isomorphism. 

In Refs. 3 and 4 the problem of nontrivial double 
structure is considered. However, since the only 
homomorphic images of !f' are t(!f') = 0, en or 
!f" ~ 0, e or !f, respectively, and a nontrivial double 
structure excludes t(!f') = 0, we must in such a case 
have t(!f') = en or !f" c 8. These purely internal 
Lorentz or Poincare Lie algebras are noncompact, 
which clearly excludes the possibility of nontrivial 
double structure for 8 compact, the case considered 
in these articles. 

In Ref. 2, Sudarshan proves for 8 compact that in 
all unitary representations of t no nontrivial double 
structure can exist. We have now generalized this 
theorem and shown it to be true in all representations 
of t for 8 compact. 

7. EXAMPLE OF DOUBLE STRUCTURE 

In this section we consider a simple example for 8 
which gives rise to double structure which is at first 
sight in apparent contradiction to our theorems. 
Though this double structure does not give rise to 
mass splitting we do believe that the discussion and 
resolution of the paradox throws some light onto 
attempts in the litera:ture to obtain mass splitting. 

We for 8 take the compact group 808 or its covering 
group 8Ua with the Lie algebra' 

80a .. {K..}, at = 1, 2, 3, 

with the well-known commutation relations 

[Kez , Kp] = iEezpyKy• 

For the Poincare group P or P we have 

!f = {Pp.,Jez , Nez}, P. = 1,2,3,4, 

with commutation relations, 

[Jez , Jpl= iEcz/l~y, 

[Jez , Np] = iEezpyNy , 

[Nez, Np] = -iEcz/lyJy. 

The combined algebra 

t = 8 +!f, 

is then described by 

[Pp. , K .. ] = 0, [Jez, Kp] = 0, [N .. , Kp] = 0. 

The quantities, 

p~ := Pp.' 
J~:= J .. + K ez , (7.1) 

N~:= N. + iK,., 

close upon themselves with the following commu­
tation relations: 

[J~, Jp] = iE .. pyJ;, 

[J~, Np] = iEcz/lyN;, 

[N~, Np] = -iEezpyJ;, 

and hence constitute a Poincare algebra !f', which we 
consider as the physical one. The commutation 
relations of P' with 80a are 

[p;, K .. ] = 0, 

[J;, Kp] = iEezpyKy, (7.2) 

[N~, Kp] = iEezpyiKy, 

which then indicate that t is isomorphic to the semi­
direct sum of!f' with 80a • 

This is in apparent contradiction to our remarks 
in Sec. 6 of the impossibility of obtaining a double 
structure for 8 compact! 

The clue to the resolution of the paradox lies in the 
i in the term iK,. of Eqs. (7.1) and (7.2) which indicates 
that we are not dealing with 80a over the field R of 
real numbers, i.e., 80(3, R), as we started out by 
saying, but rather with 80a over the field C of complex 
numbers, i.e., 00(3, C). 

Furthermore, one has committed an error by 
combining the Lie algebra !f over R with the Lie 
algebra 80a over C. In order to do things in a 
formally more correct manner we therefore have to 
put 00(3, C) in the form of a Lie algebra over R by 
doubling the number of generators, i.e., by defining 

M,.:=iK,.. 

The commutation relations of 80(3, C) over R then 
become 

[Kez, Kp] = iEezpyKy, 

[K .. , Mp] = iEcz/lyMy, 

[M,., Mp] = -iE .. pyK7 • 

Equations (7.1) and (7.2) become 

N~ = N,.+ M .. , 

[N~, Kp] = iE .. pyMy, 

which now are in a real form. 
We now see from Eqs. (7.3) that 

(7.3a) 

(7.3b) 

(7.3c) 

8 = 00(3, C)~ 80(3, 1; R) = e, (7.4) 

so not only was the original 8 not compact, but we 
also have our homomorphism t 

t 
{j' - 80(3, 1; R) -- 0, 

as required by the theorem I 
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or 

Equation (7.4) corresponds globally to 

SO(3, C) "-' SO(3, 1; R) = L 

SU(2, C) "-' SL(2, C) = L. 
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When the space-time coordinates of a relativistic system undergo the transformations of the proper, 
orthochronous, inhomogeneous Lorentz group, the wavefunction of the system undergoes transforma­
tions which may be considered to constitute a representation of the group. We give a simple algorithm for 
reducing this representation to the irreducible unitary ray representations if we assume that only nonzero 
mass representations occur. The extension to cases in which zero mass representations occur will be given 
in a later paper. The form in which the reduction is given is an expansion of the wavefunction as given 
in configuration space in terms of a basis such that the coefficients transform in accordance with the 
Foldy-Shirokov realization of the irreducible representations. Any wave equation which the wavefunction 
satisfies and any auxiliary conditions, such as the Lorentz condition or reality conditions. eliminate or 
relate in a simple way some of the representations which can appear. As examples, we reduce the scalar 
wavefunction, the four-vector with and without the Lorentz condition, the Dirac wavefunction, the 
wavefunction which transforms like the electromagnetic field, and a wavefunction which transforms as 
a generalization of the Dirac wavefunction. In these examples it is also shown that if one repJaces the 
amplitudes associated with the irreducible representations by annihilation and creation operators in a 
suitable manner, one obtains the usual canonical formalism for second quantization in configuration 
space. The reduction technique given herein is a simple application of the results of an earlier paper by 
the author and J. S. Lomont in which is shown how to reduce any unitary ray representation of the inho­
mogeneous Lorentz group. 

1. INTRODUCTION 

I N Ref. 1 a recipe was given and proved which 
enables one to reduce any unitary ray repre­

sentation of the proper, orthochronous, inhomo­
geneous Lorentz group. The present paper is a simple 
application of Ref. 1 and is, in a sense, an extension 
of it. 

In the present paper we consider a set of functions 
'¥(x, t, y) where the variable y runs through a set of 
discrete or continuous values. At times it is convenient 
to suppress the variable y and write '¥(x, t) = 
{'Y(x, t, y)}. If y is a discrete variable, it is also useful 
sometimes to regard '¥(x, t) as being a column 
vector with components '¥(x, t, y). 

• Operated with support from the U.S. Advanced Research 
Projects Agency. 

1J. S. Lomont and H. E. Moses, J. Math. Phys. 8,838 (1967). 

We wish to regard 'Y(x, t) as being a wavefunction 
which transforms by means of a unitary transformation 
to another function '¥'(x, t) when the space-time 
coordinates undergo any transformation of the 
proper, orthochronous inhomogeneous Lorentz group. 
These transformations form a ray representation of 
the group and we can use Ref. 1 to reduce these 
functions to the irreducible representations of the 
group. In the present paper we restrict ourselves to the 
case where only nonzero mass irreducible repre­
sentations appear. In the next paper we consider zero 
mass representations. 

An earlier· paper on the reduction of wave­
functions of nonzero mass is Ref. 2. We believe that 
our technique for the reduction, in addition to being 

I D. L. Pursey. Ann. Phys. (N.Y.) 3Z, 157 (1965). 
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more general, is simpler and more suitable for 
applications. 

We present our result in the form of a simple 
algorithm which allows us to expand 'Y(x, t) in terms 
of amplitudes which transform according to the 
Foldy-Shirokor'~ realization of the irreducible 
representations of the group in the momentum 
representations. 

It is to be noted that to reduce the wavefunction, 
only the transformation properties are necessary. 
While the requirement that'Y satisfies a wave equation 
may determine the transformation properties of the 
function (that this is not always the case can be seen 
by noting that both the components of four-vector 
wavefunction and the scalar wavefunction can be 
required to satisfy the ordinary wave equation), the 
wave equation is not otherwise used to reduce the 
wavefunction. The effect of the wave equation is to 
restrict the number of independent irreducible 
representations which appear-for example, by per­
mitting only one mass. Auxiliary conditions, such as 
the Lorentz condition, in the case of the four-vector, 
or reality conditions further eliminate or relate in a 
simple way some of the irreducible representations. 

Finally, we also show how the negative energy 
representations may be replaced by positive energy 
representations (i.e., how to introduce "antiparticles") 
and, if the wavefunction satisfies a wave equation, 
how second quantization is to be introduced to agree 
with the canonical formalism in configuration space. 
Though we carry out the second quantization in 
some special cases only, we feel that the general 
procedure can be deduced from the special cases. 

We reduce the following wavefunctions as illus­
trations of the procedure (a) the scalar wavefunction, 
(b) the wavefunction that transforms like a Dirac 
spinor, (c) the four-vector with and without the 
Lorentz condition, (d) a wavefunction that transforms 
like the electromagnetic field, and (e) a wavefunction 
which transforms as a generalization of the Dirac 
spinor. 

1. ALGORTIHM 

It is convenient to regard any transformation of the 
proper, orthochronous, inhomogeneous Lorentz group 
as a product of three particular transformations. 
Let x" (IX = 0, 1,2,3) denote the components of the 
space-time four-vector with ;xO = -Xu = t, Xl = Xl, 

Xl = Xl, r = XI' We take Ii = c = 1 in our units. 
The first transformation is a translation T(a") 

characterized by the four-vector a" in which the 

• L L FoIdy, Pbys. Rev. 101, S68 (1956). 
• Vu. M. Shirokov, Zh. Etsperim. i Tear. Fiz. 33, 1196 (1957) 

[English traDsI.: SoYiet Phys.-JETP 13, 240 (1961)]. 

components of the x" four-vector in the new frame of 
reference are given by 

x"· = X" - a". (2.1) 
The second transformation is a rotation R(O) 

where the direction of the vector 0 gives the direction 
of the axis of rotation and () = 101 gives the angle of 
rotation. Under the rotation R(8) the four-vector 
transforms in the following way: 

X'D = xu, 
1 - cos () sin () 

x' = x cos () + 2 (8 • x)O - - (0 x x), 
() () (2.2) 

where x is the space part of the four-vector x", i.e., 
x = {Xl' Xl, Xa}. 

The third transformation is the pure Lorentz 
transformation L(~) where the direction of ~ is in 
the opposite direction of the moving frame of reference 
as observed in the original frame and the magnitude 
P = I~I is given by cosh P = [1 - v2]-!. Under the 
transformation L(~) we have 
x'o = ;xO cosh P + ~ . x(sinh PIP), 
x' = x + ~(~ . x)[(cosh P - 1)lp2] + ~;xO(sinh PIP). 

(2.3) 

It is convenient to use the concept of column 
vector to describe the four-vector x". Accordingly, let 
the column vector X be defined by 

x~ G). (2.4) 

Let us also define the three matrices Mi and the 
three matrices Ni (i = 1,2,3) by 

M2 = 

Ma= 

o 0 0 0 

o 
o 

0 

0 

0 

0 

0 

0 

0 

o 
o 
o 
0 

0 

0 

-i 

0 

0 

i 

0 

o 0 

o -i 

i 

0 

0 

0 

0 

0 

-i 

0 

0 

o 
i 

o 
o 
o 

o 

(2.5) 



                                                                                                                                    

1136 H. E. MOSES 

N1 = 

N,,= 

0 -i 

-i 0 

0 0 

0 0 

0 

0 

0 

0 

o 
o 
o 
o 

o 0 -i 0 

o 0 

-i 0 

o 
o 

o 
o 

o 000 

o 0 O-i 

o 0 0 0 

o 000 

-i 0 0 0 

(2.6) 

Then the transformation T(a") can be written in 
terms of column vectors as 

X' = x - a, (2.la) 

while the transformations R(9) and L(~) can be 
written in terms of matrices as follows: 

x' = exp [i9 • M]x, (2.2a) 

x' = exp [i~ • ~]x. (2.3a) 

In (2.2a) and (2.3a) 9· M = Ii (JiMi and ~. ~ = 
Ii (3ifJ'i· 

It is also convenient to write (2.la), (2.2a), and 
(2.3a) as follows: 

x' = T(a)x, (2.1b) 

x' = R(9)x, (2.2b) 

x' = L(~)x. (2.3b) 

As used in (2.2b) and (2.3b) R(9) and L(~) are 
matrices which should not be confused with the 
abstract transformations though the same notation 
is used. 

We note here for later use some properties of Mi 
and Ni. As is well known the matrices Mi and Ni 
satisfy the commutation rules of the infinitesimal 
generators of the proper, orthochronous, homo­
geneous Lorentz group, namely, 

[Mi , Mi] = i I EiikMk' 
k 

[Mi> Ni] = i I EiikfJ'k' (2.7) 
k 

[fJ'., fJ'i] = -i I EmMk , 
k 

where Em: is the usual antisymmetric three-index 
symbol. 

We notice also that the matrices /til by themselves 
satisfy the commutation relations for the infinitesimal 
generators of the rotation group. In fact, the matrices 
/ti. appear in reduced form. Let us define the 
matrices $. by 

S, = (~ 
0 -J 0 0 

D· 0 S, = ( ~ 0 

i -I 0 

S.= (~ 
-i 

~} 0 (2.8) 

0 

The matrices $. constitute, as is well known, the 
irreducible representation of the generators of the 
rotation group corresponding to vector rotations. 
Let us denote the trivial one by one-dimensional 
representation of the generators by S. Then, of 
course, S. = O. 

The matrices /ti. take the reduced form 

/ti. = (S. 0). 
o $. 

(2.9) 

We now consider the way that the wavefunctions 
change under the transformations of the inhomo­
geneous Lorentz group. Let us denote by 'F(x) the 
wavefunction which we have denoted in Sec. 1 by 
'F(x, t). Let us denote the wavefunction in the new 
frame of reference after any transformation of the 
inhomogeneous Lorentz group by'F/(x). Under the 
transformation T(a") we require 

'F/(X) = 'F(x + a). (2.10) 

Under the transformations R(9) and L(~) we require 

'F/(X) = exp [i9· M]'Y{R( -9)x), (2.11) 

'F/(X) = exp [i~ • N]'Y{L( -~)x), (2.12) 

where M. and Ni (i = 1,2,3) are operators which 
operate on the y variable of the wavefunction written 
as 'F(x, t, y) as in Sec. 1. We require that the matrices 
M. and No satisfy the commutation rules for the 
infinitesimal generators of the homogeneous Lorentz 
group (2.7) and also that they be integrable in the 
sense that exp [i9 • M] and exp [i~ • N] exist and that 
they can be used to generate a ray representation of 
the homogeneous Lorentz group in an obvious way. 

The transformation requirements which we have 
put on the wavefunctions are the usual ones which 
are put on wavefunctions to characterize them as 
being relativistically invariant. 
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In the usual cases of interest the variable y runs 
through a finite set of values and, hence, the integ­
rability conditions on Mi and Ni are satisfied. 
Furthermore, the operators Mi which correspond to 
the spin part of the angular momentum operators are 
usually taken to be Hermitian. As is well known 
from the theory of the homogeneous Lorentz group, 
if the variable y runs through a finite set of values and 
the matrices Mi are Hermitian, then the matrices Nt 
cannot be. 

If a suitable inner product is introduced-and we 
later show that one can always introduce such an 
inner product-the transformations on the wave­
function lJ' given by Eqs. (2.10)-(2.12) form, locally at 
least, a representation of the inhomogeneous Lorentz 
group in a sense to be given now. 

Let the operators Pi = pi (i = 1,2,3) and po = 
-Po = H be defined by the way that they act on the 
wavefunction: 

p«'p'(x) = -i(a/ax",)lJ'(x) (ex = 0, 1, 2, 3). (2.13) 

The operators pIll are operators corresponding to 
the momentum four-vector. Let us define the 
operators Ji which correspond to the components 
of the angular momentum by 

JilJ'(x) = [-i! Eii~i ~ + Mi]lJ'(X) 
ik aXk 

(i,j, k = 1,2,3). (2.14) 

[In (2.14) and later i = (-1)! should not be confused 
with the index i.] 

Finally the operators which correspond to the 
space-time portion of the four-by-four relativistic 
angular momentum tensor 

6ilJ'(X) = [i (Xi a~o + XO a~) + Ni]'F(X). (2.15) 

These operators satisfy the commutation rules for the 
infinitesimal generators of the inhomogeneous Lorentz 
group. 

Let us define 

J la = -Ja2 = J1, J81 = -J18 = J", 
JlI = -J21 = Ja• (2.16) 

JI)i = -JiO = 6i' 

Then 

[P"', P~] = 0, [J~, PA]= i[gIlAP~ - g~AP",], 

[J",~, JA,,] = i[gIlAJ~" - g~AJ",,, + g",,,JA~ - g~"JAII]' 
(2.17) 

where gll~ is the metric tensor defined by g",~ = 0 if 
ex '" p, goo = -gu = -gill. = -gl3 = -1. 

It is easily shown that the wavefunctions trans­
forming under T(a"), R(e), L(~) as in (2.10)-(2.12), 
respectively, can be written 

lJ"(x) = exp [i! a"'P",]lJ'(x), 
'" 

'F'(x) = exp lie . J]lJ'(x), 

lJ"(x) = exp [i~ • 6JlJ'(x). 

(2. lOa) 

(2. 11 a) 

(2. 12a) 

Our observation that the commutation rules (2.17) 
for the infinitesimal generators of the inhomogeneous 
Lorentz group are satisfied by the infinitesimal 
generators associated with the transformation of the 
wavefunction lJ' is the starting point of our inves­
tigation to reduce these operators to the irreducible 
representations of the inhomogeneous Lorentz group 
using the techniques of Ref. 1. 

We now discuss the Foldy-Shirokov form for the 
irreducible representations of the inhomogeneous 
Lorentz group for particles of mass {t, spin s, and sign 
of energy E (E = ± I). For each representation there is 
an irreducible set of spin operators Si such that 
8 2 = s(s + 1)1, where 1 is the identity operator. We 
introduce a set of complex functions of a vector p and 
a discrete variable A which runs through 2s + 1 values 
and upon which the spin operators Si act. Denoting 
a function of this set by /fJ, A) we introduce a norm 

!f~ IffJ, A)12
, 

A w(p, p) 

and a corresponding inner product, where 

w(P,p) = £.u2 + p2]!, P = Ipl. 
We regard the set of funetions {f(p, A)} as consti­

tuting a representation of the states of a Hilbert space. 
We denote the infinitesimal generators of the inhomo-
geneous Lorentz group by P"',Ji , ai [which, of course 
satisfy (2.17)]. We have-on suppressing the A 
variable in/fJ, A) for simplicity-

POf(p) = Df(p) = EW(P, p)f(p), 

P'l(p) = pdfJ), 

J.ffJ) = [-i! EiikPi aa + Si]f(P), 
i,k Pk 

A [ a 1 
6d(p) = E iw(p, p) -a + I.. ) + 

Pi W\}-", P {t 

(2.18) 

[The carats used above the operators in (2.18) are 
simply a notation and are not meant to imply in 
general a relation of these operators to tii , hi' or 
$i'] 
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For the sake of completeness we show how the 
function f(P), which may be regarded as a wave­
function for a particle of spin s, mass 1', and sign of 
energy £ changes when the frame of reference is 
changed under the finite transformations of the 
inhomogeneous Lorentz group. The transformations 
for the wavefunction are analogous to those for 'Y{x) 
as given by Eqs. (2.10}-{2.12) and (2.10a}-{2.12a). 
They are given in Ref. 5. 

For each three-vector p let us introduce a four­
vector p whose space components are the components 
of p and whose time component pO is given by 

pO = £w{P,p), 

= -Po· 

We use the notation P. for the column vector whose 
components are those of p. 

Then denoting by f' (P) the wavefunction in the new 
frame of reference, we have under the transformation 
T{a") 

l'{p) = exp [i ~ a«PczJf{P) = exp [i ~ aczp«Jf(P). 

(2.19) 

Under the rotation R(e) the wavefunction becomes 

f'(P) = exp [ie • J]f(P) 

= exp [ie • S]f(P'), (2.20) 

where P' is the space part of the four-vector p' given by 

P; = exp [-ie. I\1:]P. (2.20a) 

[cf. (2.2a)]. Under the space-time transformation 
L(~) the wavefunction becomes 

l'(p) = exp [i~ • a]f(P) 

= exp {2~€ [ (~ X p) . S J<I>{~, P)}f(P')' (2.21) 

where P' is the space part of the four-vector p' given 
by 

P; = exp [-i~. N]p. 
[cf. (2.3a)], 

k = {p2 - [(~/fJ) • p]2}l 

and the function <I> is given by 

tan <I>(~, p) 

(2.21a) 

(2.21b) 

= __________ k_s_i~~(l~fJ~) ________ _ 
[£0(1', p) + 1'] cosh UfJ) - £(~/fJ) • p si~ (lfJ) 

(2.2Ic) 

Let us consider the functions g(p) = f*( -pl. 

• H. E. Moses, Ann. Phys. (N.Y) 41, 158 (1967). 

From equations (2.19}-{2.21) one can show that the 
functions g(P) transform like 1(P) but with E repJaced 
by - £ and the spin matrices Sa repJaced by new spin 
matrices Sa with 

Sa = -S:, 
where the asterisk means complex conjugate. That is, 
the functions g{p) transform like wavefunctions of a 
particle of mass 1', sign of energy -E, and spin s using 
the spin matrices Sa in the expressions for the 
infinitesimal or finite generators of the ~omo­
geneous Lorentz group. Later, by using this theorem, 
we are able to replace negative energy wavefunctions 
in the expansion of'Y by the complex conjugate of 
positive energy wavefunctions, these positive energy 
wavefunctions playing the role of "antiparticle" 
wavefunctions. We are thus able to expand 'Y in 
terms of "physical" wavefunctions only, ie., with 
wavefunctions corresponding to particles having 
positive energy. 

In replacing negative energy wavefunctions with 
positive energy wavefunctions it is sometimes con­
venient to use the original spin operators S. instead 
of Sa. Since the set of matrices {Sa} correspond to the 
same irreducible representation of the infinitesimal 
generators of the rotation group as {Sa} there exists 
a unitary matrix U such that 

Sa = USiU-l. 

Let h(P) = Ug(P) where U acts only on the suppressed 
A variables in g(P). Then it is not difficult to see that 
h(P) transforms like the wavefunction of a particle of 
mass 1', sign of energy - £, and spin s using now the 
matrices Sa in the expressions for the infinitesimal or 
finite generators of the inhomogeneous Lorentz group. 

It is our objective to expand 'Y(x) in terms of wave­
functions f(p) belonging to various valnes of p, E, 

and s. In this expression we require that if every 
f(P) is replaced by kf(p), where k is an infinitesimal 
generator of the inhomogeneous Lorentz group, then 
this expansion equals K'Y{x), where K is the corre­
sponding generator in configuration space. We have 
thus reduced the set of infinitesimal generators 
acting on the wavefunctions 'Y(x). We can also 
express our requirement in "integrated" form. Let 
the frame of reference undergo one of the transfor­
mations T(a"), R(e), L(~). Then in the expansion we 
replace f(P) by f'(P) given by one of the appropriate 
formulas (2.19}-{2.21). With this replacement, this 
expansion will equal 'Y'(x) given by the appropriate 
formula (2. 1O}-{2. 12). We now set up various defi­
nitions and conventions. First of all, we consider 'Y(x) 
to be given completely, as far as its transformation 
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properties are concerned, when the matrices M; and 
Ni are given. By the conditions which we have given 
on the spin operators Mi these operators are com­
pletely reducible. We assume, to make matters as 
simple as possible, that the matrices Mi are given in 
completely reduced form. If, then, 'Y were given in a 
form in which the matrices Mi were not reduced, we 
should first change our basis in the variable y so that 
the matrices M i are reduced. We then would also be 
given the matrices Ni in this basis. We note that y is a 
discrete variable. We thus assume that the matrices 
Mi have the form 

(2.22) 

where S:'" are a set of irreducible matrices belonging 
to the rth block of this decomposition of M;. We 
should mention that in many cases the matrices M; 
are already given in the reduced form above. All the 
examples which we treat later are such cases. 

Let us now consider the matrix exp [-iv· N] 
whose elements we write 

{exp [-iv. N]L.y" 

Now, for each set of matrices {s:r)} which appear 
in (2.22) and for every value of p., E, P we define 
a column vector ;rlr)(p., E, p, l) with components 
XIT)(y II', E, p, 1) by 

XIT)(y II', E, p, 1) = {exp [-iv . N]}y.;.' (2.23) 

where 1 is restricted to values corresponding to the 
columns in rth block of (2.22). Furthermore, the 
vector 'V is related to 1', E, P by 

(2.23a) 

from which 

p = I' sinh Y, w(1',p) = p. cosh v. (2.23b) 

It is usually convenient to relabel l from 1 to 
2s + 1 where s is the spin corresponding to the 
matrices S!"'. 

We can now state the principal theorem of the 
present paper: 

Let 1''''<1', E, p, 1) be a function upon which the 
infinitesimal generators act as given by (2.18) using 
the spin matrices s!r, acting on the variable l [which 
is suppressed in (2.18)]; or equivalently let prj trans­
form as in (2.19}-{2.21) with mass 1', sign of energy E, 

and spin matrices Sr), then the most general expan­
sion of the function 'Y(x) in terms of the irreducible 
unitary ray representations of the proper, ortho­
chronous, inhomogeneous Lorentz group is 

'Y(x) = I I IfdM'r)(p, E)f-..!!L 
£ f' ;. w(p., p) 

X xlr )(I', E, p, l)jlr)(p., E, p, 1) 

x exp {i[P. x - EW(P, p)t]}, (2.24) 

where Mlr)(p, E) is an arbitrary measure in the 
Lesbegue-Stieltjes sense. 

We want to emphasize that (2.24) is a necessary 
condition which reduces the infinitesimal generators 
to the irreducible Hermitian infinitesimal generators, 
which appear in the reduction. These can be con­
sidered as dynamical variables of particles of various 
masses and spins, as defined in the Wigner sense. 
Furthermore, since our theorem is a necessary 
condition, the expansion (2.24) should be verified for 
any particular case. In the cases which follow we 
have verified the expansions, but we do not reproduce 
the verification because of the length of proof and 
because the reader can carry out the proof himself 
without too much difficulty. [It should be mentioned, 
however, that some computations which the writer 
has made indicate that (2.24) may also be sufficient 
for a complete reduction.] 

Equation (2.24) is the principal result of the paper. 
We prove it using the recipe for reducing reducible 
unitary ray representations given in Ref. 1. 

One of the more remarkable aspects of the result 
is that the measures M(T)(p., E) is arbitrary, that is, 
the transformation properties-though _ they are 
frequently derived from the requirement that a wave 
equation be invariant-do not determine which 
masses and signs of energy appear. We see that the 
wave equations restrict the masses and, in general, 
eliminate some of the irreducible representations 
which appear in (2.24). Reality and subsidiary 
conditions also eliminate some of the irreducible 
representations. 

Equation (2.24) enables us to define an inner 
product of two wavefunctions in configuration space 
which is invariant under the transformations of the 
inhomogeneous Lorentz group-such a definition 
being usually difficult to give. Let us define the inner 
product of 'Y(l)(x) and 'Y(x) by 

('Y(1), 'Y) = I I IfdMr)(P., E)f~ 
£ r ;. w(p., p) 

X 1(1)(r)*(p., E, p, l)j<r)(p., E, p, A.), (2.25) 

where M~T)(P, E) are appropriately chosen measure 
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functions compatible with the measure functions 
MCr)(p" e) of (2.24). 

For the purposes of second quantization it is 
usually convenient to work only with positive energy 
representations. We make substitutions in accordance 
with our earlier discussion in which we showed that 
the complex conjugate of a positive energy wave­
function with reversed momentum transformed like a 
negative energy particle. To describe this situation we 
modify our notation somewhat. 

Let us define 

M Crl(",) = M Crl("" + 1), N(rl(",) = M(r)(", , -1), 

X(rl(p" p, A) = X(r)("" + 1, p, A), 

,(r)(p" p, A) = I x(r)*("" -1, -p, A')Ut~~ , (2.26) 
;: 

f(r)("" p, A) = j<r)("" + 1, p, A), 

h(rl("" p, A) = I u~~~fr)*("" -1, -p, A'), 
;.' 

where the matrix uCr) = {Ul'}} is the matrix which 
takes SrI into Syl so that her) transforms as a particle 
of positive energy using the matrices s~r) as in our 
earlier discussion. Then (2.24) takes the form 

'Y(x) = I IfdM(rl("')f~ x(rl("" p,..1) 
.. ). W("" p) 

X f(rl("" p, A) exp {i[p • x - w(p" p)t]} 

+ I IfdN(rl("')f~ ,(rl*("" p, A) 
r ). w("" p) 

X h(r)*("" p, ;.) exp {-i[p. x - w("" p)t]}. 

(2.24a) 

Generally, we prefer to work with (2.24a) instead of 
(2.24). We now proceed to discuss examples. 

3. SCALAR FIELD 

The case in which the wavefunction transforms as 
a scalar is the simplest. Nevertheless, the treatment 
of the scalar case serves as a prototype of the treat­
ment of wavefunctions which transform in a more 
complicated way. Hence we go into the properties 
of the scalar wavefunction in considerable detail, 
despite the obviousness of some of the results. 

(a) Reduction of the Wavefunction 

For the scalar field the operators M; and N; of 
Eqs. (2.11) and (2.12) are zero and the variables y 
and ..1 do not appear at all. Also, the representation 
label r is not needed and is dropped. Furthermore, 
the column vectors which are generally noted by X(r) 

and ,(d are simply 1. Then Eqs. (2.24) and (2.24a) 
become 

'Y(x) = IfdM(p" E)f-.!!.L f("" p, e) 
( W("" p) 

x exp {i[p· x - ew("" p)t] (3.1) 
and 

'Y(x) = fdM("')f~ f(p" p) 
w("" p) 

x exp {i[p • x - w(p" p )t]} 

+fdN(p,)f-.!!.L h*("" p) 
w("" p) 

x e~p {-i[p. x - w("" p)t]}. (3.2) 

We work primarily with (3.2). 

(b) Reality Condition 

Let us see how reality conditions affect the repre­
sentations which appear. Let us require that'Y be real, 
i.e., 'Y(x) = 'Y*(x). From the linear independence of 
the exponents it follows that 

dN(p,)h("" p) = dM(",)f(p" p). (3.3) 

Thus the reality condition essentially fixes the "anti­
particle" representative in terms of the particle 
representative. 

(c) Wave Equation 

Let us now require that 'Y(x) satisfy the wave 
equation 

[(02/0t2) - V'2 + m2Jtp(x) = 0, (3.4) 

where m is the mass of the scalar particle. (We do not 
assume the reality condition on tp in the present 
discussion.) In terms of the infinitesimal generators 
this requirement is equivalent to 

[H2 - p2]'Y(X) = m2'Y(x). (3.5) 

Let K be any of the infinitesimal generators. Then 
Ko/(x) is obtained from (3.2) by replacing f(p) and 
h(p) by Kf(p) and Kh(p), respectively, in (3.2). It 
follows that (3.5) is entirely equivalent to 

fdM("')f~ (",2 - m2)f("" p) 
W("" p) 

x exp {i[p. x - w("" p)t] 

+fdN("')f~ (",2 - m2)h*("" p) 
w("" p) 

x exp {- i[p • x - w("" p)t]} = O. (3.6) 

It follows that for f("" p) and h("" p) not to be 
identically zero, the measure functions M(",) and 



                                                                                                                                    

REPRESENTATIONS OF THE INHOMOGENEOUS LORENTZ GROUP 1141 

N(P) must have a jump at p = m and can be constant 
for all other values of p. That is, 

dM(P) = C~(p - m) dp, 

dN(P) = D~(P - m) dp. 

In (3.7) C and D are real positive constants. 
Then (3.2) becomes 

'Y(x) = cf dp f(p) exp {i[P. x - w(p)t]} 
w(P) 

(3.7) 

+ Df dp h*(p) exp {-i[p. x - w(p)t]}, 
w(p) 

(3.8) 

where f(P) = f(m, p), h(p) = h(m, p), and w(P) = 
w(m,p). 

It is easy to see that (3.8) gives the general solution 
of the wave equation (3.5) so that our expansion in 
terms of the unitary irreducible representations 
completely solves the problem. 

We can choose C and D so that the usual canonical 
formalism in terms of Lagrangian and Hamiltonian 
densities (see, e.g., Ref. 6) agrees with the particle 
interpretation. Let H(x) be the Hamiltonian density 
of the field which leads to the wave equation (3.5). 
Let us define the energy of the field E to be 

E = f H(x) dx. (3.9) 

It is easy to see that if L(x) is a Lagrangian density 
which leads to a wave equation (without interactions), 
- L(x) is also a Lagrangian which leads to the same 
wave equation. Consequently if H(x) is a Hamiltonian 
density, so is H'(x) = -H(x). Of course, H(x) 
depends on the wavefunction'Y which is a solution of 
the wave equation. Our principle for choosing H(x) 
or H'(x) is that we require E to be positive when 'Y 
contains only one mode, i.e., when only one of the 
functions f(P) or h(P) is not identically zero. When 
we discuss nonscalar wavefunctions we use the same 
principle for choosing the sign of H(x). That is, we 
set all wavefunctions except one identically equal to 
zero and choose H(x) for this mode so that E is 
positive. 

Let us first consider the case that "P is complex. For 
both modes [i.e., either h(P) = 0 or f(p) = 0] we can 
choose H(x) to be the usual functional of'Y, namely,S 

H(x) = 't*'t + V'Y* • V'Y + ml'Y*'Y. (3.10) 

Having picked H(x) for each mode, we now require 
that E (which must now be positive) be the expectation 

value of the energy as viewed from the particle 
picture for each mode. Thus (using subscripts on E 
to designate the mode) 

E, = f dp f*(p)w(p)f(p) for the mode h(p) = 0, 
w(p) 

E" =f dp h*(p)w(p)h(p) for the mode f(P) = O. 
w(p) 

(3.11) 

The requirements (3.11) lead to the following values 
for the constants C and D of the expansion (3.8): 

C = D = (2)-1(21T)-i. (3.12) 

We have thus obtained a rationale for the usual 
formalism in the language of the reduction of the 
scalar wavefunction in terms of the representations 
of the inhomogeneous Lorentz group. 

We define the expectation value of the total energy 
when the state is a superposition of modes as being 
E = E, + E". In this case E corresponds to the 
total energy of the field when'Y is any solution of the 
wave equation. 

We can view the quadratic form which gives E as 
being a sort of weighted inner product. It is now 
natural to define the true inner product in configu­
ration space as 

('Y\ 'Y) =f dp P*(p)f(p) +f dp h1(p)h*(P). 
w(p) w(p) 

(3.13) 

With this inner product the infinitesimal generators 
of Eqs. (2.13)-(2.15) are Hermitian in configuration 
space. Clearly this inner product is invariant. 

We could equally well consider real scalar wave­
functions 'Y in which case we should have to restrict 
h(p) in the expansion (3.8) to satisfy the requirement 
[cf. (3.3)] 

Dh(P) = Cf(P) (3.14) 

and then use the Hamiltonian density corresponding 
to the real field, 

H(x) = 1['Y2 + (V'¥)2 + m2'YZ]. (3.15) 

Then we require that the energy 

be also given by 

E = fH(X)dX 

E = f dp If(P)la• (3.16) 

• O. Wentzel, Quantum Theory of Fields (Interscience Publishers We find that C and D have the same values as before. 
Inc., New York, 1949). 
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The· inner product of two wavefunctions is then 
defined by 

('YI, '¥) =f dp j1*(P)f(p)· 
m(p) 

(d) Second Quantization 

(3.17) 

We now indicate how the theory is to be second 
quantized when 'I' satisfies the wave equation. The 
second quantization is carried out by replacing the 
amplitudes corresponding to the irreducible repre­
sentations by annihilation operators and the complex 
conjugate of such amplitudes by creation operators. 
Let us first take 'I' to be complex. In the expansion 
for the operators 'I' and '1"* (the adjoint of'¥) given 
by (3.8) we regard f(P) and h(P) as annihilation 
operators and their respective adjoints, denoted by 
f*(P) and h*(p), as creation operators. We take C and 
D to be given by (3.12). Thus assuming Bose statistics, 
we have the following commutation rules: 

[f(P), f(P')] = [f*(P),I*(p')] = [h(P), h(P')] 

= [h*(p), h*(P')] = [f(P), h(P/)] 

= [f*(p), h(P/)] = 0, (3.18) 

[f(p), f*(P/)] = [h(P), h*(P/)] = m(p)b(p - p'). (3.19) 

It is easily shown that the operator'l"(x, I) = 'I"(x), 
'I"*(x, t) = 'I"*(x) satisfy the following commutation 
relations: 

['Y(x, I), '¥(X/, I')] = ['Y*(x, I), 'Y*(x/, I')] = 0, 
(3.20) 

['Y(x, I), 'I"*(x/, I')] = D(x - x', I - I'), 

where D(x, I) is the usual invariant function 

D(x, t) = (2'ITraf dp exp rip • x] sin m{p)t. (3.21) 
m(p) 

Of course, (3.20) are the usual canonical commutation 
rules for a complex scalar field (see Ref. 6). 

We should note thatf*(p) is the creation operator 
for a particle and h*(p) is the creation operator for 
the "antiparticle," both the particle and antiparticle 
having positive energy and the same mass. The 
particle and antiparticle are treated at the same level. 

We can now give the unitary transformation under 
which the operators 'I' and '1'* transform when the 
frame of reference is changed. Let A be anyone of 

the operators Ii, Pi = Pi' Ji, it acting on the repre­
sentatives as in (2.18) (with Si = 0 in the present case). 
Let us define Af(P) when f(P) is a destruction operator 
as the result of the operator A acting on the variable 
p in the operator f(P) in the same way as though f(P) 
were a representative as in (2.18). The second 

quantized operator [A] corresponding to the in­
finitesimal generator A is defined by 

[A] =f dp f*(p)Af(p) +f dp h*(p)Ah(p). (3.22) 
m(p) ru(p) 

It is easily seen that the second quantized operators 
[H], [Pi]' [Ji ], [(til satisfy the same commutation rules 
as H, Pi> J;, a; [Eq. (2.17)]. The second-quantized 
operators constitute representation of the infinitesimal 
generators of the proper, orthochronous, inhomo­
geneous Lorentz group in the second-quantized 
theory. 

Let us consider the Lorentz transformation T(a"). 
Then using the notation x = (t, x) the operator'Y(x) 
transforms to the operator'l"/(x), where 

'Y'(x) = ,¥(x + a) 

= exp {- i~a,,[p .. ]}'Y(X)exp{i~a-[PJ}­
(3.23) 

From (3.23) it can be shown that'Y satisfies the wave 
equation, as required. 

Under the rotation R(8) the operator'Y transforms 
to '1" which is given by 

'I"/(X) = 'Y(R( -8)x) 

= exp {-i8 • [J]}'Y(x) exp {i8 - [J]}, (3.24) 

where 8 • [J] = 2; O;[Ji ]. 

Under the space-time transformation ~) the 
transformed operator '1" is given by 

'Y'(X) = 'I"(L( -(3)x) 

= exp {-i(3 ·1l]}'I"(x) exp {i, -[In, (3.25) 

where (3 • [6] = 2 Pilli]' Equations (3.23)-(3.25) are 
proved using the well-known algorithm 

e-ABeA = 2 {B, A}e.).!, (3.26) 
" II! 

where A and B are any two operators and {B, .If.}'.) is 
defined inductively by 

{B, A}(O) = B, {B, A}(") = HB, A}'-I), A]. (3.26a) 

Thus the second-quantized theory is also invariant 
under the transformations of the inhomogeneous 
Lorentz group, since unitary operators exist which 
transform'Y(x) in the required way under changes of 
frame of reference. 

Let us now discuss the real field from the viewpoint 
of second quantization. In the expansion (3.8) we 
consider f(P) to be a destruction operator as before. 
The function h(P) is replaced by f(P) also. The 
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constants C and D are given by (3.12). Thus 'Y(x) is 
a Hermitian operator. The annihilation operator !(P) 
and creation operator f*(P) are required to satisfy 
the same commutation rules as before, namely: 

If(P),f(P')] = 0, If(P),j*(P')] = ro(p)l5(P - p'). 

(3.27) 

The infinitesimal generators for the second-quantized 
theory are obtained from those for the first-quantized 
theory in a manner analogous to (3.22): 

[AJ =f dp f*(P)Af(P). (3.28) 
ro(p) 

With these infinitesimal generators, (3.23)-{3.2S) 
hold for transforming the Hermitian operator 'Y 
under changes of frames of reference. 

4. WAVEFUNCflONS WIllCH TRANSFORM 
AS AN ANTISYMMETRIC TENSOR OR 

ELECfROMAGNETIC FIELD 

In the present paper we reduce the antisymmetric 
tensors or, what is equivalent, electromagnetic fields. 
However, we do not require that wave equations be 
satisfied and we do not introduce second quantization 
in this section. We introduce second quantization 
later when we derive such skew-symmetric, tensors 
from vector potentials. 

(a) Cbaraderi7atioD of the Wavefunction. 
Transformation Properties 

Let us first consider a real antisymmetric tensor 
pzll = _ FII«. We require that under the translation 
T(a") the components of the tensor £"f/(x) transform 
to the tensor whose components are £,,1I(x + a), 
Furthermore, we require that Fmll transform as a tensor 
under the transformations of proper homogeneous 
Lorentz group. It is convenient, though by no means 
necessary, to introduce a wavefunction which is related 
more directly to the electromagnetic field description 
of an antisymmetric tensor. Accordingly we define 

E. = pi (i = I, 2, 3), 
(4.1) 

We now introduce a column vector 'Y(x) with 
components 'Y(x, t, y) with y = 1,2, 3 given by 

'Y(x, t, y) = Er(x, t) - iHy(x, t). (4.2) 

It is clear that £,,11 can be obtained from 'P'(x). 
Under the transformations T(a"), R(G), and L(~),'P' 

transforms according to (2.IO)-{2.12) where the 
matrices Mi are given by 

(4.3) 

the matrices $i being given by (2.8) and constitute the 
irreducible representation of the generators of the 
rotation group corresponding to vector rotations. 
The matrices Nt are given by 

N .. = i$i' (4.4) 

The matrix exp [iG • M] = exp [iG • S] is simply the 
matrix which gives the new components of a vector in 
terms of the old components when the new frame 
of reference is obtained from the old one by a rotation 
described by 8. 

Using the fact that (8. S)3 = 02(8 • S) we obtain 
the result 

exp [iO • S] = I + i(O • S)(sin ()/() + (0 • S)2 

X [(cos () - 1)/()2]. (4.5) 

Defining the matrix R(O) = exp [i8 • S] we have for 
the matrix elements of this matrix 

A O~, 
[l{(O)]ij = (jij cos () - ~:/ (cos 0 - 1) 

sin 0 + ~ Eijk()k -, (4.6) 
/r 0 

where E;ik is the usual three-index antisymmetric 
symbol. 

Let us define the matrix L(~) by 

L(~) = exp [i~. N]. (4.7) 

On using the fact that (~ • N)3 = - J'12(~ • N) we have 

L(~) = I + i(~· N)(sinh PIP) + (~. N)2 

X [(1 - cosh {3)/P2]. (4.8) 

The matrix elements are given by 

[L(~)]ii = l5ii cosh {3 - Pfzi (cosh P - 1) 

. sinh {3 + z ~ EjikfJk --. (4.9) 
k {3 

Equations (2.10)-(2.12), which show how the wave­
function transforms under the changes of frames of 
reference, take on a simpler form when we use a 
vector notation for the wavefunction 'Y, which up to 
now we have considered a column vector. Let us 
introduce the vector field 'F(x) whose components 
are just the components of the column vector 'Y. 
Then under the transformation T(aa.) the new vector 
field is 

'F'(x) = 'F(x + a). (4.10) 

Under the rotation R(8) the new vector field is 

'F'(x) = 'F(R( - 6)x) cos 0 - 0[8 • 'F(R( -8)x)} 

X cos () - 1 _ [8 x 'F(R( _ O)x)] sin 0 (4.11) 
02 . 8 

[compare (2.2)]. 
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Under the transformation L(~) the new vector 
field is transformed to 

'l"(x) = 'l'(L( -~)x) cosh (J - ~[~ • 'l'(L( -~)x)] 

x cosh (J - 1 _ i[~ )( 'l'(L( -~)x)] sinh {J • 
{Ji {J 

(4.12) 

Equation (4.12) is a remarkably simple expression 
for the space-time Lorentz transformation for the 
electromagnetic field. The use of 'I'" to simplify the 
transformation properties of the electromagnetic 
field is discussed from a somewhat different point 
of view in Ref. 7. 

(b) Expausion of the Wavefunction 

Let us now return (for the moment) to the column 
vector notation for '1"'. Since the matrices M. = Si are 
irreducible, we do not need the label (r) in the 
expansion of 'I'" in the manner of (2.24) and (2.24a). 
The components of the column vector X(P, E, p, ,l) 
are obtained from (2.23), (4.7), and (4.9). Our result 
for X is (on labeling ,l from 1 to 3) 

x(y I/-', E, p, ,l) = ![w<p, P)~YA _ (PY~A+ 
P w p, P P 

+ iE tEYAkPkl (4.13) 

The expansions corresponding to (2.24) and (2.24a) 
takes a neater form if we use a vector notation. As 
before we use 'l'(x) for the vector constructed from 
the column vector ,¥(x). Let us construct the 
vectors f(p, E, p), f(p, p) = f(p, +1, p), and h(p, p) = 
f*(p, -1, -p), respectively, having the components 
f(p, E, p, ,l), f(P, p, ,l), and h(p, p, A). Indeed, from 
(2.20) f(p, E, p), f(p, p), and h(p, p) will transform 
like vector fields under rotations of the coordinate 
system. 

Then Eq. (2.24) becomes (on absorbing l/p into 
the measure functions) 

'l'(x) = IfdM(p, E)f-EL 
E w(p, p) 

X exp {i[p • x - EW(P, P)tJ}{w<p, p)f(p, E, p) 

- W(P,;) + p [p • f(p, E, ,») - iE[P )( f(p, E, ')J}, 
(4.14) 

1 H. E. Moses, Nuovo Cimento, Suppl. 7 (I), 1 (1958). 

'l'(x) =fdM(P)f~ ei [p'J<-<I)(I"P)t1{w(p, p)f(p, p) 
w(p, p) 

- p [p • f(p, p») - i[P )( f(P, P)]} 
w(p, p) + p 

+fdN(P)f~ e-i [p'X-<D(I',Plt1{w(p, p)h*(p, p) 
w(p, p) 

- p [p • h*(p, p)] - i[P )( h*(p, P)]}. 
w(p, p) + P 

(4.15) 

In deriving (4.15) we have used the fact that the 
matrix U whose elements appear in (2.26) can be 
chosen to be the identity, since Si = Si' 

(c) Generalization to Complex Tensors 

Up to now we have considered only real tensors 
FlXfJ. However, the generalization to complex tensors 
is not difficult. Let us write 

F«fJ = FR + iF~fJ, (4.16) 
where Fi! and F;fJ are the real and imaginary parts 
of the tensor FlXfJ. We can then construct the two 
3-component column vectors 'I'" R(x) and 'I'" r<x) from 
Fi! and F;fJ, respectively, in the same way that 'I'" was 
constructed from the real tensor P'fJ. Then the 'I'" 
wavefunction is the six-component column vector 
formed by placing the three component column 
vector 'I'" R above '1"'1' It is clear that the complex 
tensor FafJ can be reconstructed from the column 
vector '1"'. 

It is further clear that the matrices M, and N, 
appear in completely reduced form in which the 
three-by-three reduced matrices are identical to those 
for the real tensor Ffl.fJ given by (4.3) and (4.4). It is 
further clear that the new function 'I'" can be expanded 
precisely as the 'I'" for the real tensor. Four irreducible 
representations of the inhomogeneous Lorentz group 
appear in the expansion for each value of p because 
now the index (r) can take on two values with two 
signs for each value of (r). We refrain from details for 
the sake of brevity and because of the obviousness 
of the procedure. 

We also postpone to later sections the discussion 
of how certain wave equations affect the irreducible 
representations which appear in '1"'. 

5. WAVEFUNCTIONS WHICH TRANSFORM 
AS A FOUR-VECTOR 

In the present section we show that the relativistic 
decomposition of the vector potential simplifies the 
discussion of such potentials considerably. We show 
that generally we have a perfectly well-defined theory 
which involves particles with two spins. When the 
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Lorentz condition is imposed, the representatives 
which correspond to one of the spins is identically 
zero. The usual difficulties which appear in the 
canonical formalism (see, e.g., Ref. 6) in which 
redundant variables appear are resolved in a very 
simple manner. 

The results in this paper anticipate to some extent 
the results for the mass zero case where the vector 
potential with the Lorentz condition is interpreted as 
being an electromagnetic vector potential. (See Ref. 8.) 
There are, however, also some essential differences. 

(a) Transformation Properties of the Wavefunction 

We now discuss wavefunctions which transform 
like the four-vector x = {x"} under the transformations 
of the homogeneous Lorentz group. Accordingly we 
label the index y of the components '¥(x, t, y) of the 
column vector '¥(x) by taking y to have the values 
y = 0, 1,2,3. Then if AY(x, t) are the components of 
of a vector field which transforms as xY, we make the 
identification 

'¥(x, t, y) = AY(x, t). (5.1) 
In the present section we use A Y instead of '¥ in 
order to be closer to more conventional notation. 

It is clear that for the present case 

M; = Mi , 

Ni = fli' 

where M; and fli are given by (2.5) and (2.6). 

(b) Reduction of the Wavefunction 

(5.2) 

From (2.9) we see that Mi reduces to two irreducible 
representations of the rotation group, namely, the 
scalar representation and the vector representation. 
Thus the label (r) takes on two values which we call 
o and 1 for the scalar and vector representations, 
respectively. 

Furthermore, 

exp [i~.~] = I + i(~. ~(sinh /31/3) + (~. ~2 
X [(1 - cosh /3)1/32]. (5.3) 

It is perhaps interesting to note that (5.3) has the same 
form as (4.8). 

It is now a straightforward matter to apply the 
algorithm to find the transformation functions X(". 
For r = 0, the variable A takes on only one value. 
Hence it need not be indicated. 

Then X(Ol(y I fJ" E, p) is given by 

X(Ol(O I fJ" E, p) = w(fJ"p)lfJ, (S.4) 

X<0)(y I fJ" E, p) = (E/fJ,)Py (y = 1,2,3). 
For r = 1 the variable A can take on three values 

which we take to be 1, 2, 3. 

8 H. E. Moses, Nuovo Cimento 42, 757 (1966). 

Then 

X(ll(O I fJ" E, p, A) = (E/fJ,)P;., 

(1)( I ") 1 [ .i PyP;. ] (5 5) X Y fJ" E, p, A = - fJ,uy). + () . 
fJ, w fJ" P + fJ, 

(y = 1,2,3). 
The expansions (2.24) and (2.24a) take a particularly 

simple form when a vector notation is used. Accord­
ingly let us define the scalar Vex, t) by 

vex, t) = AO(x, t) (5.6) 

and the vector A(x, t) by 

A(x, t) = {Al(X, t), A2(X, t), A8(X, tn. (5.7) 

It is clear that 1(O)(fJ" E, p) transforms as a scalar 
under rotations. Let us also introduce the vectors 
((1)(fJ" E, p), f(l)(fJ" p), h(1)(fJ" p) by 

f(l)(fJ" E, p) = {f(1)(fJ" E, p, 1),j<1)(fJ" E, p, 2), 

1(1)(fJ" E, p, 3)}, 

f(l)(fJ" p) = {/(l)(fJ" p, 1),/(1)(fJ" p, 2),/(1)(fJ" p, 3)}, 

h(l)(fJ" p) = {h(1)(fJ" p, 1), h(ll(fJ" p, 2), h(1)(fJ" p, 3)}. 

(5.8) 

Then, on absorbing the factor 1/fJ, into the measure 
functions, Eq. (2.24) becomes the equations 

Vex, t) = 1fdM(Ol(fJ" E)f~ ei[p.x-'CU(I'.~)t] 
• w(fJ" p) 

x W(fJ" p)f(Ol(fJ" E, p) + 1fdM(l)(fJ" E)f~ 
• w(fJ" p) 

X Eei[P'":-<CU(I'.~)t][p • f(l'(fJ" E, p)], (5.9) 

A(x, t) = 1fdM(O)(fJ" E)f~ 
• . w(fJ" p) 

X Eei[P'X-,cu(I'.~ltlpf(Ol(fJ" E, p) 

+ 1fdM(1)(fJ" E)f ~ ei[p.x-,cu(I',~)tl 
• w(fJ" p) 

x {fJ,f(ll(fJ" E, p) + (p) [p • f(l)(fJ" E, P)]}. 
w fJ" P + fJ, 

Equation (2.24a) becomes 

Vex, t) =fdM(O)(fJ,)~ 
W(fJ" p) 

X ei[P'X-CU(I',~)t]w(fJ" p)f(Ol(fJ,. p) 

(5.9a) 

+fdN(O)(fJ,)f--.!!L e-i[p,x-cu(/<oPltlw(fJ" p)h(Ol*(fJ" p) 
W(fJ" p) 

+fdM(ll(fJ,)f~ ei[P'X-cu(I',~lt][p. f(1l(fJ" p)] 
w(fJ" p) 

+fdN(ll(fJ,)f~ e-i[p,x-cu(/<oPlt1[p. h(l'*(fJ" p)], 
W(fJ" p) 

(5.10) 
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A(x, t) =fdMCOI(f-t)f~ ei[p.x-ru(/l,vlt]pj(OI(f-t, p) 
w(f-t,p) 

+fdN(OI(f-t)f-.!!L e-i[p.x-ru(/l,vlt]ph(OI *(f-t, p) 
w(f-t, p) 

+ fdMCII(f-t)f~ ei[p.x-ru(/l,vlt] 
w(f-t,p) 

X {f-tf(ll(f-t, p) + P [p • fCII(f-t, P)]} 
w(f-t, p) + f-t 

+fdNCll(f-t)f~ e-i[p.x-ru(/l,vlt] 
w(f-t,p) 

X {f-th(1)*(f-t, p) + P [p. hCII*(f-t, P)]}. 
w(f-t, p) + f-t 

(5. lOa) 
We prefer to work with Eqs. (5.10) rather than 

(5.9) because only positive energy representatives 
appear in (5.10). 

(c) Reality Condition 

It is readily seen that a necessary and sufficient 
condition that Vex, t) and A(x, t) be real is that 

dM(oI{f1-)POI{f1-, p) = dN(oI{f1-)h(oI{f1-, p), 

dM(1I(f-t)f(1)(f-t, p) = dN(1I(f-t)hCII{f1-, p). (5.11) 

(d) Relation to the Real Antisymmetric Tensor 

In the previous section we have expanded the real 
antisymmetric tensor F~/i in terms of spin 1 repre­
sentatives f{f1-, p) and h{f1-, p) [see Eq. (4.15)]. Let us 
now consider the real tensor F~/i when it is obtained 
from the real four-vector A~ through 

p/i = (;JA/i/ox~) - (oA~/ocx/i)' (5 . .12) 
The following theorem is easily proved: 

Theorem 1: A necessary and sufficient condition 
for (5.12) to hold is that 

dM{f1-)f(f-t, p) = dN{f1-)h{f1-, p) = if-t dMUI(f-t)fUI(f-t, p). 

(5.13) 

Of course, this theorem restricts considerably the 
expansion (4.15) for antisymmetric tensors. This 
theorem also enables one to construct a real four­
vector A~ from F~/i when it is known that this tensor 
is obtained from a four-vector through (5.12). 

It is very interesting to note that the scalar wave­
functions pOI and h(OI play no role in the relationship 
between the tensor and the four-vector other than 
providing a "constant of integration" in the construc­
tion of the four-vector from the tensor. It is to be 
noted that we have not used the Lorentz condition 
to make this statement true. 

The extension of the above results to complex 
tensors derived from complex four-vectors is straight-

forward but for the sake of brevity we do not go into 
the matter. 

(e) Lorentz Coodition 

The following theorem can be proved by sub­
stituting (5.10) in an appropriate fashion: 

Theorem 2: A necessary and sufficient condition 
for the Lorentz condition 

is that 

3 oA<I 
~-=O 

<1=0 ax" 
pOI{f1-, p) = hIOI{p, p) = O. 

(5.14) 

Thus the Lorentz condition is entirely equivalent 
to stating that there are no particles of spin zero in the 
expansion for A~. Thus expansion (5.10) considerably 
simplifies the discussion of the effect of the Lorentz 
condition on four-vectors. 

(f) Wave Eqaatioa 

The following statements are easily proved to be 
true using the techniques which were used for 
analogous theorems for the scalar wavefunctions. 

A necessary and sufficient condition that the com­
ponents of a four-vector satisfy the wave equation 

is that (02/ot2 - VII + m~A"(x, t) = 0 (5.15) 
dMw{f1-) = CIilMp - m) dl', 

dN(il{f1-) = Dlil~{p - m) dl' (i = 0, 1), (5.16) 

where C(il and Dli) are positive real constants. 
Thus if the four-vector satisfies the wave equation 

(5.15), the most general expansion in terms of positive 
energy wavefunctions is given by 

Vex, t) = C(OI f dpei[pox-colJ>ltY101(p) 

+ DCOI f dpe-i[pox-IDIJ>UJhIO)*(p) 

+ C(llf dp ei[pox-coIJ>)t][p. f'1l(p») 
w(P) 

+ D(ll f :~) e-i[pox-coIJ»t][p. hlI)*(p»), (5.17) 

A(x, t) = C(OI f ~~) ei[pox-fDIJ>lt1p/(O)(p) 

+ DCOlf dp e-i[poX-fDIJ>)t1phIO)*(p) 
w(P) 

+ C(llf dp ei[pox-ID(p)t] 
w(p) 

X {mf(1)(p) + p [p. f'l)(P)]} 
w(P) + m 

+ DCllf dp e-i[pox-colp)t] 
w(p) 

X {mh(1I*(p) + p [p. h(ll*(P)]}, (5. 17a) 
W(P) + m 
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whereJ<O)(p) = J<°)(m, p), h{O)(p) = h{O)(m, p), f{l)(p) = 
f{l)(m, p), h{l)(P) = h{l)(m, p), and w(p) = w(m,p). 

If the four-vector A<Z is to be real, we have the 
requirement that 

e{O~{O)(p) = D{O)h{O)(p), 

e{l)f{l)(p) = D{l)h{1)(p). 
(5.18) 

The representations given by h{O) and h(1) are thereby 
expressed in terms of those given by PO) and f(1). 

If the Lorentz condition (5.13) is to be satisfied we 
must have 

PO)(P) = h{O)(p) = O. (5.19) 

(g) Determination of the Constants C{i) and D{i) 

through the Use of the Canonical Formalism 

We assume that the four-vector A<Z satisfies the 
wave equation. By identifying the total energy as 
obtained from the Hamiltonian density with the 
expectation value of the energy when only one mode 
or wavefunction is not identically zero we can obtain 
the constants e{i) and D{i), as explained in some 
detail in Sec. 3. Let us first take A<Z to be complex. 
Then for the cases (I) f{O) = h{O) = h{t) = 0 and 
(II) PO) = h{O) = f{I) = 0 we use the obvious Hamil­
tonian density for a complex four-vector 

H(x) =.1 {A<ZA: + VA<Z· VA: + m2A<ZA:} (5.20) 
<Z 

to obtain positive energies. [We have suppressed the 
appearance of the time variable in H(x).] For the 
Cases (III) h{O) = f(1) = h{I) = 0 and (IV) f{O) = 
f{ll = h(1) = 0, we find that to get positive total 
energies we must use - H(x) as the Hamiltonian 
density. With these choices for Hamiltonian density 
we obtain the following values for e{i) and D{i): 

e{i) = D{i) = (2)-i(2rr)-i. (5.21) 

On using these constants we have 

I H(x) dx = I f(1)*(p) . f{ll(p) dp, for Case I 

= f h{o*(p) • h!l)(p) dp, for Case II 

= - fIJ{O)(P)1 2 dp, for Case III 

= - IWO)(P)1 2 dp, for Case IV. 

(5.22) 
For real fields we replace D{I)h{l)(p) by C{I)f{1)(p) 

and D{O) h(O)(p) by e{O~{O)(p) in the expansion (5.17) in 
accordance with the discussion leading to (5.18). 
Then we need find only e{O) and em. The Hamiltonian 
density is taken to be tH(x) for the case thatJ<O)(p) = 0 

and -tH(x) for the case that f{l)(P) = O. On using 
the requirement that the energy of the field equals the 
right-hand side of the first and third of Eqs. (5.22) 
for the two cases, respectively, we find that e(O) and 
em are also given by (5.21). 

(h) Definition of Inner Prodod of Vector 
Wavefunctions 

We now define the inner product of two complex 
vector wavefunctions such that the Hermiticity of the 
infinitesimal generators in configuration space is 
assured and such that the inner product is invariant 
under all the transformations of the proper, inhomo­
geneous Lorentz group. Let A<Z and A~ be the com­
ponents of two complex four-vectors which satisfy 
the wave equation. Then following the discussion of 
the inner product given for (2.25) we define the inner 
product (AI' A) by 

(AI' A) = f :C~/~O)*(P)j(O)(P) + f ~~} h(O)*(p)h~O)(p) 
+ r dp f11)*(p). f{l)(p) 

• w(p) 

+ f w~~) h{I)*(p) • h~I)(p), (5.23) 

where the subscript 1 on the representative indicates 
that it appears in the expansion (5.17) for A~. 

For real fields the inner product is defined as above 
but with the terms involving h{O) and h(1) omitted. 

(i) Second Quantization without Loreatz Coaditioa 

We now second quantize the complex vector field 
without making use of the Lorentz conditi~n. We 
thereby obtain a relativistic two-spin theory with a 
positive definite Hamiltonian and a positive definite 
norm for the Hilbert space. 

Let us then replace the representatives /,O)(P) and 
h{O)(p) by destruction operators and /,O)*(P) and 
h{O)*(p) by creation operators. Likewise we replace 
the components PI)(p, A) and h(1)(P, l) of the spin 1 
representative vectors fm(p) and h(1)(P), respectively, 
by destruction operators and their complex conjugates 
by creation operators. Thus four particles are 
involved-a particle, antiparticle pair of spin zero 
and a particle, antiparticle pair of spin l. 

We assume Bose statistics and require that all 
commutators vanish except the following: 

[f{O)(p),j{O)*(p')] = w(p)tXP - p'), 

[h{O)(p), h{O)*(p')] = w(p)tXp - p'), 

[f(u(p, A),j{U*(p', A')] = w(p)~(P - P'~.l . .l., 

[h{I)(p, A), h{l)*(p', A')] = w{p)tXp - p')~.l,.l" 

(5.24) 
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We thus regard the components A" as given by (5.17) 
with C(i) and D(i) given by (5.21) as an operator and 
denote the Hermitian adjoint of this operator by A"*. 
We readily derive the following commutation rules 
for the components of the vector potential: 

[A"(x, t), AP(x', t')] = 0, 

[A"(x, t), AP*(x', t')] (5.25) 

= ~ [2~ - m2g"p]D(X - x', t - t'), 
m ox,i)xp 

where D(x, t) is defined by (3.21). 
We now show that the theory is relativistically 

invariant. Let A be anyone of the operators fI, Pi' 
Ji , ai acting on the representatives corresponding to 
the irreducible representations of the inhomogeneous 
Lorentz group as in (2.16). Let us define the operators 
APO)(p), Ah(O)(p), API)(p, A), Ah(l)(p, A) as the operators 
formed when A acts on p and A as though j(O)(p), 
h(O)(p),fU)(p, A), hU)(p, A) were representatives instead 
of destruction operators. For each operator A we 
define the second-quantized operator 

[A] =I dp f(O)*(p)AfOl(p) +I dp h(O)*(p)Ah(O)(p) 
w(p) w(p) 

+ II dp pu*(p, A)Af(1)(p, A) 
;. w(p) 

+ II dp h(I)*(p, A)Ah(l)(p, A). (5.26) 
;. w(p) 

The operators [Pi]' [H], [Ji ] , and [(til constitute a 
representation of the infinitesimal generators of the 
inhomogeneous Lorentz group. The operators [Pi] 
are the components of linear momentum, [H] is the 
Hamiltonian, and [Ji ] and [(til are the components of 
angular momentum. 

We now show that the second-quantized theory is 
invariant under all the transformations of the inhomo­
geneous Lorentz group. 

Let A(x) denote the column vector whose com­
ponents are Aa(x, t). Then under the translation 
T(aa) the set of operators called A(x) transform to 
A'(x) where 

A'(x) = A(x + a) 

= exp {-i I aa[p,,]}A(x) exp {i I aa[Pa]}. 
" a (5.27) 

Equation (5.27) is to be regarded as true component 
by component as are the equations to follow. 

Under the rotation R(G) the new set of operators 
is given by 

A'(x) = R(G)A(R( -G)x) 

= exp {-iG. [J]}A(x) exp {iG. [J]}. (5.28) 

In Eq. (5.28) R(G) is the matrix defined by the four­
vector rotation (2.2b). 

Under the space-time transformation L(~) the new 
set of operators is given by 

A'(x) = L(~)A(L( -~)x) = exp {-i~ . ['J]}A(x) 

X exp {i~ • [(t]). (5.29) 

In (5.29) L(~) is the matrix defined by the Lorentz 
transformation (2.3b). 

To second quantize real fields we identify the 
operators h(O)(p) with PO)(p) and h(l)(p, A) with 
jU)(p, A) in the expansion (5.17). Thus A(x) is a set of 
Hermitian operators. We need only consider com­
mutation rules 

[PO)(p),f(O)(p')] = w(p)I5(P - p'), 

[JU)(P, A), pl)*(p', A')] = w(p)c5(P - p')<5;..;., (5.30) 
[f(O)(p),J(l)(p', A)] = [f(O)(P),jU)*(p', A)] = o. 

The commutation rules for the operators AIZ are 

[A"(x, t), AP(x', t')] 

= (i/m 2
) [2 ~ - m2g"p] 

oXaoxp 

X D(x - x', t - t'). (5.31) 

Second-quantized operators are introduced as in 
(5.26) with terms containing h(O)(p) and h(l)(p, A) 
stricken out. Equations (5.27) through (5.29) hold. 

(j) Second Quantization with Lorentz Condition 

When the Lorentz condition is imposed we replace 
h(O)(p) andJ(O)(p) in the expansion (5.17) by zero. For 
the complex field PI)(p, A) and h(I)(p, A) satisfy the 
same commutation rules (5.24) as before. The com­
mutation rules for the components of the vector 
potential are 

[Aa(x, t), AP(x', t')] = 0, 

[Aa(x, t), AP*(x', t')] (5.32) 

= _i[gap - (l/m2)(o2/oxaoxp)]D(x - x', t - t'), 

which are identical to the usual commutation rules 
(see Ref. 5). Hence our theory is equivalent to the 
usual one except that it is much easier to handle the 
Lorentz condition and is relativistic. 

Second-quantized operators are introduced as in 
(5.26) except that terms containing h(O) and PO) do not 
appear. Equations (5.27)-(5.29) continue to hold for 
transformations of the wavefunction under relativistic 
changes of frame. 

To obtain the second-quantized theory of real fields 
we identify hU)(p, A) with JU)(p, A) in the expansion 
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(5.17). The commutation rules for the fields are 

[A"(x, t), AP(x', t')] 

= -i[g"P - (l/mZX,ozlox"oxp)]D(x - x', t - t'). 

(5.33) 

In second quantizing operators only the term involving 
1'1I(P, A) is used in the definition (5.26). The trans­
formation equations (5.27)-(5.29) continue to hold. 

6. WA VEFUNCfIONS WHICH TRANSFORM 
LIKE DIRAC SPINORS 

We now reduce wavefunctions which transform 
like Dirac spinors. In a manner similar to our treat­
ment of scalar wavefunctions and wavefunctions 
which transform as a vector, we first reduce spinor 
wavefunctions generally and then require that they 
satisfy the Dirac equation to eliminate some of the 
representations which appear. We then relate the 
solutions of the Dirac equation to the canonical 
formalism and second quantize the theory. We thus 
show that the usual second-quantization theory is 
recovered. However, the modes which we introduce 
transform in a simple manner in contrast to the 
modes which are usually introduced. 

(a) Pauli Matrices, Dirac Matrices, Dirac 
Hamiltonian, and Dirac Equation 

We wish first to introduce the Pauli and Dirac 
matrices in standard form. Accordingly we take the 
Pauli matrices (1i (i = 1,2, 3) to be given in the 
conventional form 

1) (0 -i) (1 0) 
0' (12 = i 0' (13 = 0 -1 . 

(6.1) 

We also define the Dirac matrices y" (ct. = 0, 1, 2, 3) in 
a conventional way as a 4-by-4 matrix written as a two­
by-two matrix with two-by-two matrix components as 
follows 

yi = Yi = -i( O
2 

-(1i 

(6.2) 

In (6.2) 0, is the two-by-two zero matrix and 12 is the 
two-by-two identity matrix. Also one should not 
confuse i = (_1)1 with the~ubscript label i. 

The Dirac-Hamiltonian H is given by 

H = iyO(y. V + m). (6.3) 

The Dirac wavefunction 'Y(x) is a column vector with 
components 'Y(x, t, y) in accordance with our usual 

notation, where the discrete variable y runs from 1 
to 4. (The discrete variable y should not be confused 
with the Dirac matrices y" or y" which is always 
associated with a superscript or subscript.) 

Of course, the Dirac equation is 

H'Y(x) = i(olot)'Y(x). (6.4) 

(b) Transformation Properties of the Wavefunction 
The requirement that the wave equation (6.4) be 

invariant leads to the transformation properties of 
the wavefunction 'Y(x). For the time being we assume 
that the wavefunction does not necessarily satisfy 
(6.4) but that it has the same transformation prop­
erties required of the solution of (6.4). These trans­
formation properties are summarized by giving the 
matrices M; and N; explicitly. These matrices are 
given in terms of the Pauli matrices as follows: 

Mi = (1(1; O2
), 

O2 1(1; 
(6.5) 

We can see how'Y(x) transforms under the Lorentz 
transformations T(a") , R(O) , and L(~) by using 
(2.10)-(2.12) with 

exp [i6. M] = I cos to + 2i(6. M)(sin tOIO), 

exp [i~· N] = I cosh tP + 2i(~' N)(sinh lPIP). (6.6) 

In (6.6), I is the four-by-four identity matrix. 

(c) Transformation to Irreducible Representations 
From the first of Eqs. (6.5) we see that the label (r) 

takes on two values which we can take to be 1 and 2. 
For each value of (r) the label A takes on two values 
which we also take to be 1 and 2. We then can 
expand 'Y(x) as in (2.24) and (2.24a). On using (2.23) 
and the second of equations (6.6) we obtain as the 
components ofthe transformation vector X(r)(p" E, p, A.) 
X(1)(p" E, p, 1) 

= (2,u)-t 
0 

[w(p" p) + ,u]-tEPa 

[w(p"p) + ,u]-lE(Pl + iP2) 
X(l)(p" E, p, 2) (6.7) 

0 

= (2,u)-1 
[w(,u,p) + ,u]1 

[w(p"p) + p]-lE(Pl - ips) 

- [w(p, p) + ,u]-lEPa 
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z'S'(p,~,,, 1) 

= (2",)-1 

Z(I)(P, ~, p, 2) 

= (21')-1 

[W(P,p) + ",]-IEP3 

[W(P,p) + ",]-IE(pl + ib) 

[w(P,p) + ",]1 

o 

[W(P,p) + ",]-IE(Pl - ip2) 

-[w(P,p) + ",]-IEPa 

o 
[w(P,p) + ",]1 

(6.8) 

In the expansion (2.24a) we define, as usual, 
Z(r'(p, P. 1) by 

Z(r)(P. p, A) = x<r)(p, + 1, p, A). (6.9) 

The matrix U whose elements are used in (2.26) is 
given by 

u=( 0 1). 
-1 0 

(6.1O) 

Then the transformation column vectors ,(r){"" p, A), 
which are used in (2.24a), are given by 

C(l)(p, P. 1) 

0 

= (2",r1 
[w(""p) + ",]1 

[W(P,p) + ",]-1(P1 + ip2) 

-[w(P,p) + ",]-tpa 

cm(p.p.2) 

-[w(P,p) + ",]1 

= (2p)-1 
0 

-[w(P,p) + ",]-lpa 

-[w(P, p) + ",]-1(P1 - ip2) 

C(I)(p. P. 1) (6.11) 

[w(P,p) + ",]-1(P1 + ips) 

= (2",r1 
-[w(P,p) + ",]-tpa 

0 

[w(P,p) + ",]1 

{(I)(p, P. 2) 

-[w(P,p) + ",]-IP3 

= (21')-1 
-[W(P, p) + ",]-1(P1 - ipz) 

-[W(/l,p) + ",]1 

0 

As in our treatments of scalar and vector wave­
functions we work with (2.24a) instead of (2.24) in 
the next sections. 

(d) Wave Equation 

We now require the wavefunction 'Y(x) to satisfy 
the Dirac equation (6.4). Since the wavefunctions 
which satisfy (6.4) also satisfy the wave equation 

[(az/atZ) - vz + m2]'Y{x) = 0, (6.12) 

it follows in precisely the same fashion as for the 
scalar and vector wave equations that only the mass 
m appears in the expansion (2.24a), that is, 

dM(r)(p) = e(r)~{", - m) d"" 
(6.13) 

where e(r) and D(r) are positive constants. However, 
this restriction on the representations is not the only 
one for wavefunctions which satisfy (6.4). If we 
substitute the expansion (2.22a) into (6.4) and use 
(6.7), (6.8), (6.9), (6.11), and (6.13) we find that we 
must have 

j<Z){m, p, A) = h(1)(m, p, A) = O. (6.14) 

Thus wavefunctions which transform like Dirac 
spinors of one mass are more general than Dirac 
spinors which satisfy the Dirac equation. 

In what follows we consider only solutions of the 
Dirac equations. For simplicity of notation we write 

f(1)(m, p, A) = f{p, A), 

h(Z){m, p, A) = h{p, A). 

em = e, 
D(Z) = D. 

(6.15) 

(6.16) 

(e) Connection with the Canonical Formalism. 
Definition of Inner Product 

We now find the constants e and D by identifying 
the total energy of the field as obtained from the 
canonical formalism with the expectation value of the 
energy in terms of the representatives corresponding 
to the irreducible representations. 

Let us first set h{p, A) = 0 and take the usual 
expression for the Hamiltonian density, namely 

H{x) = 'Yt{x)H'Y(x) = i'Yt{x)'Y{x), (6.17) 

where H'Y{x) is the column vector obtained by oper­
ating with the Hamiltonian H on the vector '¥(x) and 
where 'Yt is the complex conjugate of the row vector 
formed from 'Y. The first equation of (6.17) is thus 
meant to represent a bilinear form. We require that 

f H(x) dx = :t flf(p, A)1 2 dp. (6.18) 
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We then set /~, A) = 0 and using -H(x) as the 
Hamiltonian density require that 

- f H(x) dx = f f'h(p, AW dp. (6.19) 

In this way we obtain the following results for C 
and D. 

(6.20) 

It is not difficult to define an inner product of two 
spinors which satisfy the Dirac equation. In complete 
analogy to the scalar and vector wavefunctions we 
define the inner product ('Yl' 'Y) by 

('Yp 'Y) = If dp 
A m(m, p) 

X [ft(p, A)f(p, A) + h*(p, A)h1(p, A)]. (6.21) 

(f) Second Quantization 

We now assume that the spinor wavefunction 
satisfies the Dirac equation and that C and Dare 
given by (6.20). To second quantize the theory we now 
regard/(p, A) and h(p, A) as destruction operators and 
/*(p, A) and h*(p, A) as creation operators which 
satisfy the following fermion anticommutation rules: 

[/~, A),/(P', A')]+ = [h(p, A), h(p', A')]+ = 0, 

[/(P, A), h(p', A')]+ = [f(p, A), h*(p', A')]+ = 0, 

[/(p, A),!*(p', A')]+ = [h(p, A), h*(p', A')]+ 

= m(m, p)t5(p - p')t5 A,A" (6.22) 

On using the expansion corresponding to (2.24a) for 
the operator 'Y(x, t, y) and the Hermitian adjoint 
operator 'Y*(x, t, y) we obtain the usual commutation 
rules for these spin or components 

['Y(x, t, y), 'Y(x', t', y')]+ = 0, 

['Y(x, t, y), 'Y*(x', t', y')]+ (6.23) 

= i[(l/i)(%t)I - H]y,y,D(x - x', t - t'). 

The subscript on the square bracket labels matrix 
elements in the usual fashion. I is the identity operator 
and H is the Hamiltonian (6.3) which operates on 
the x variable of the invariant function. 

For every infinitesimal generator A of the inhomo­
geneous Lorentz group we can introduce a second­
quantized operator [A] in a manner similar to that for 
the vector and scalar wavefunctions. These second­
quantized operators also constitute a representation 
of the infinitesimal generators of the inhomogeneous 
Lorentz group. In particular [H] is the second­
quantized energy which is positive definite. The 
discussion of the invariance of the second-quantized 
theory is close to that for the scalar and vector wave 
equations and we therefore do not give it for the sake 
of brevity, 

7. A MULTIPLE SPIN DIRAC EQUATION 

There have been several generalizations of the 
Dirac equation. One of the best known which 
describes particles of higher spin is given in Ref. 9. 
Such equations are shown to give rise to wavefunctions 
which transform according to irreducible repre­
sentations of the inhomogeneous Lorentz group. (It 
might be mentioned that, using the techniques of the 
present paper, the representations given in Ref. 9 can 
be converted into the F oldy-Shirokov representations.) 

In the present section, however, we consider a 
generalization of the Dirac equation given in Ref. 10. 
In Ref. 10 it is required that the generalized Dirac 
Hamiltonian have the form (6.3) where the gamma 
matrices satisfy the usual Dirac rules. One further 
requires that the matrices ya and the matrices Mi 
and Ni constitute an irreducible set. All such irre­
ducible sets are then found. 

It is shown that in general the solutions of the 
generalized Dirac equation correspond to multiple 
spin particles. However, by choosing the repre­
sentation properly, single spin theories are obtained 
by setting some of the components of the spin or 
wavefunction equal to zero. 

In the present section we consider the simplest 
generalized Dirac equation after the original Dirac 
equation itself. We first reduce the wavefunction 
which transforms according to the rules of Ref. 10, 
even when the wavefunction does not satisfy the Dirac 
equation. It may be seen that our knowledge of the 
transformation properties of scalar, electromagnetic, 
and vector wavefunctions enables us to reduce the 
wavefunction immediately. 

We then require that the wavefunction satisfy the 
wave equation and thereby eliminate some of the 
irreducible representations which appear. 

We find that we obtain essentially the same two­
spin theory that we obtained for the vector wave­
function which satisfies the second-order wave 
equation when the Lorentz condition is not imposed. 
A single-spin theory is then obtained by setting the 
wavefunction corresponding to a scalar equal to zero. 

(a) Matrices for the Generalized Dirac Equation. 
Reduction of the Wavefunction 

In our example the spinor wavefunction 'Y(x) is a 
column vector with eight components. The y matrices 
and the matrices Mi and Ni are all eight-by-eight 
matrices. We rewrite the results of Ref. 9 slightly to 
conform to the notation of the present paper. 

• V. Bargmann and E. P. Wigner, Proc. Nat!. Acad. Sci. U.S. 34, 
211 (1948). . 

10 J. S. Lomont and H. E. Moses, Phys. Rev. 118,337 (1960). 
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The Y matrices are given by 

Yo = 

Yl = 

Y3 = 

o 0 0 0 -1 0 0 0 

o 0 0 0 0 -1 0 0 

o 0 0 0 0 0 -1 0 

o 0 0 0 0 001 

o 0 0 0 000 

o I 000 0 0 0 

o 0 0 0 000 

o 

o 

o o -I 

o 
o 
o 

o 1 

o 0 

o 0 

o 0 

o 0 

o -i 
o 

o 0 

o 0 

o 
o 
o 
o 
o 

o 

o 

o 
o 
o 
o 
o 
o 
o 

o 

o 0 

o 0 

o -; 

o 
o 
o 
o 
o 

o 

o 
o 
o 
o 
o 
o 

o 

o 
o 
o 
o 

o 
o 
o 

o 
000 

o 
o 

o 0 

I 0 

o 000 

o -i 0 0 0 

o 0 0 0 0 

o 0 o 0 0 0 0 

000 000 0 

-i 0 

o 0 

o 0 

o 0 

o 0 

o 0 

o -i 

i 0 

o 
o 

o 
o 
o 

o 
o 

o 
o 

o 
o 

o 
o 
o 

o 0 

o 

o -i 
o 

o 0 

o 0 

o 0 

o 0 

o 
o 

o 
o 
o 
o 
o 
o 

o 
o 

000 0 0 0 0 I 

(7.1) 

(7.2) 

(7.3) 

o o o o o o o 
(7.4) 

The matrices M. and N. appear as completely 
reduced matrices in which the irreducible repre­
sentations are those for the scalar, (Sec. 3), the 
electromagnetic field (the matrices M i , N. of Sec. 4), 
and the four-vector of Sec. 5. That is, the eight-by­
eight matrices Mi and Nt for the present case are 
written as 

(7.5) 

J 
In (7.5) the symbol 01 is the one-by-one zero 

matrix. 
It is now a simple matter to express the transfor­

mation properties of the eight-component spinor 
'Y(x). From the top three components of the spinor 
let us construct the vector wavefunction '1'. Let us 
denote the fourth component by V and form the 
vector A from the fifth, sixth, and seventh components. 
Finally the function cp denotes the last component. 
To summarize we write 

'Y(x) = (7.6) 

Thus under the transformations of the inhomo­
geneous Lorentz group cp transforms as a scalar as in 
Sec. 3, 'I' transforms as the wavefunction treated in 
Sec. 4, and the functions V, A transform as the 
four-vector of Sec. 5. We expand these quantities in 
terms of the irreducible representations as earlier. 
We consider (3.2) with'Y replaced by cp, (4.15) and 
(5.9a) as giving the expansion in terms of irreducible 
representations in the form in which we wish to use 
them. We see that for each mass I-' there are four 
scalar wavefunctions, namely,j(l-', p), h(p" p),j(O)(p" p), 
h(O)(p" p), and four vector wavefunctions, namely, 
f(l-', p), h(p" p), f(U(I-', p), and h(l)(I-', p), all of positive 
energy. 

(b) Solution of the Generalized Dirac Equation 

We now consider the spinor 'Y(x) to be a solution of 
the generalized Dirac equation. For exactly the same 
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reason as for the usual Dirac equation only the mass 
m appears in the decomposition to the irreducible 
representations. It is no longer necessary to integrate 
over the variable 1'. For simplicity we take the 
constants C and D, which appear in the expansions 
when only single masses are used, to be 1. This 
restriction is not severe, since these constants could 
always be absorbed in the wavefunction. 

Having used the fact that the Dirac equation 
permits only representations belonging to the mass 
m, we substitute 'Y(x) in the form (7.6) into the Dirac 
equation, using the I' matrices of the present section. 

The Dirac equation is completely equivalent to the 
following set of equations. 

(%t)A + VV + iV x A + m'P = 0, 

-(%t)q; + V· 'P + mV = 0, 
-(o!ot)'P + Vcp + iV x 'P + mA = 0, 

(%t)V + V· A + mq; = 0. 

(7.7) 

On substituting the expansions for the various 
functions and vectors we obtain the following 
conditions on the representatives: 

f(m, p) = ipO)(m, p), 

hem, p) = ih(O)(m, p), 

f(m, p) = if(l)(m, p), 

b(m, p) = ib(l)(m, p). 

(7.8) 

Thus the number of independent representations 
have been reduced considerably. 

Finally, to get a spin 1 theory only we must have 

h(O) = PO) = 0. (7.9) 

It is easily seen that condition (7.9) is a necessary and 
sufficient condition for the function cp to be identically 
zero. 

APPENDIX. DERIVATION OF THE ALGORITHM 
FOR REDUCING RELATIVISTIC 

WA VEFUNCTIONS 

We now prove the basic algorithm of the present 
paper, namely Eqs. (2.23) and (2.24). We use the 
"recipe" for reduction given in Ref. 1 and simply 
identify the various quantities which appear in that 
reference which we assume that the reader has before 
him. 

First of all, the variables collectively denoted by 
'in Ref. 1 are identified with the variables x, t, and 1'. 
The function 1(') is then identified with the com~ 
ponents of the wavefunction 'Y(x, t, 1'). 

We seek the transformation function <, II'. E, p, il) 
of Ref. 1 which we now call (x, t, I' II'. E, p, ),,). We 
must also find the spin matrices denoted in Ref. 1 by 
Si()" I),,'). 

To find the transformation function we turn to 
Eq. (1.16) of Ref. 1 and we show how to choose the 
function denoted there by g({ II', E' p, il) which we 
now call g(x, t, I' I p, E, p, il). If A is an operator, we 
mean by A' the operator as it acts on the variables 
x, t, y. These operators are given by (2.13)-(2.15) of 
the present paper. 

The first of Eqs. (1.16) of Ref. 1 becomes 

(%xi)g(x, t, I' II', E, il) = 0, (AI) 

from which it is clear that g is independent of x; we 
thus write 

g(x, t, I' I p, E, it) = G(t, I' II', E, il) (A2) 

to emphasize this independence. 
The second of Eqs. (1.16) of Ref. 1 leads to 

i(ofot)G(t, y II', E, il) = EI'G(t, I' II', E, il). (A3) 

From (A2) and (A3) 

g(x, t, I' II', E, p, 1') = e-i<.",tg(y II" E, it), (A4) 

where g(y I p, E, it) is the constant of integration 
which comes from (A3). 

We must obtain all linearly independent solutions 
in il of g(x, t, y II', E, il). The variable il is not unique, 
as explained in Ref. 1. A very convenient way of 
choosing ;. is to make it a discrete variable which 
goes through the same range of values as I' and choose 
the constant of integration g(y 11'-, E, il) to be given by 

g(y \1', E, it) = C(I', E)by,;.. (AS) 

We may take C(p, ~-) to be positive but otherwise 
arbitrary and may even have b functions in 1'. Indeed 
we may take C(I', E) to have any value including 
unity or depend on il., for example. Each choice will 
lead to a different-but equivalent (for a given mass 
spectrum)-decomposition theorem (2.24). The choice 
we have made seems the simplest for our purposes 
and includes all possible spectra for 1'_ On using Eq. 
(1.18) of Ref. 1 (which is the principal formula of the 
recipe) we obtain [using also (2.12) and (2.12a) of 
the present paper] a surprisingly simple result: 

(x, t, I' \1', E, p, it) = C{f', E) 

X exp {i[P. x - EW(I',p)t]}{exp [-iV. N]}y,;.. (A6) 

It is easily seen using Ref. 1 that the spin matrices 
Si are identical to the matrices Mi and hence the spin 
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matrices are in reduced form because of the assump­
tions which we have made in setting up the con­
figuration space representation. 

The functions jlr){p" e, p, A) are formed from the 
representatives F{J.t, e, p, A) by restricting A in F to 
take on only values corresponding to the rth block 
in the decomposition of Mi' 

A measure function M(p" e) is obtained from 

dM(p" e) = C(p" e) dp,. 

The measure function M(r)(p" e) is obtained from 
M(p" e) on redefining jlr) somewhat. We refrain 
from belaboring the point. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 8, NUMBER 5 MAY 1967 

Leading Landau Curves for a Larger Class of Feynman Diagrams 
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The leading parts of Landau curves for a larger class of Feynman diagrams are found to give no 
singularities on the physical sheet provided certain conditions are imposed upon the external and 
internal masses. The number of such masses involved is found to be fixed, no matter how complicated 
a member of this class is considered. 

1. INTRODUCTION 

I N a recent paper Islaml has found out that the 
leading Landau curves of certain Feynman 

diagrams do not give singularities on the physical 
sheet if the external and internal masses satisfy certain 
inequalities. His paper includes: (a) A class of diagrams 
obtained by twisting a ladder with n + 1 rungs 
around one side of it which is subsequently joined to 
a one-particle exchange diagram; (b) some other 
diagrams formed out of a twisted square and double 
square joined in a similar fashion. In the first case, 
Islam found some conditions imposed upon the masses 
which are identically satisfied in the equal-mass case. 
However, in the second case he found one extra 
condition which remained unsatisfied in the equal­
mass case. 

In the present paper we want to apply his pro­
cedure to a larger class of Feynman diagrams, to 
which "some other diagrams" of Islam form a 
subclass. To get this new class of diagram one takes 
two ladders, one with m and another with n straight 
rungs, which are twisted around one side of respective 
ladders. Then the two free ends of one ladder are 
joined to the two free ends of the other ladder. 

As expected, we also find here a set of mass 
inequalities. In the equal-mass case the validity of 
some of the inequalities depends upon the particular 
value of nand m chosen. For example, we find, if 
n, m > 2, all but two such inequalities; if n = 2, 
m > 2 or vice versa we find all but one such inequality; 
if n = 2, m = 2 all such inequalities are satisfied in 
the equal-mass cases. (The absence of singular 
acnodes2 •3 is assumed.) Nevertheless this is not very 
unpromising, since the number of masses involved is 
fixed no matter how large the values of nand mare 
taken. The motivation behind this type of work has been 
well explained in previous papers,1.4 so we need not 
explain it again. 

1 J. N. Islam, J. Math. Phys. 7, 652 (1966). 
2 R. J. Eden, P. V. Landshoff, J. C. Polkinghorne, and J. C. Taylor, 

J. Math. Phys. 2, 656 (1961). 
3 J N. Islam, J. Math. Phys. 4, 872 (1963). 
'J. N. Islam, Nuovo Cimento 30, 259 (1963). 

2. A CLASS OF FEYNMAN DIAGRAMS 

In this section we discuss the leading Landau 
curves of a class of Feynman diagrams, a typical 
member of which is shown in Fig. 1. This is formed 
out of two twisted ladders, one with n and another 
with m rungs, in a manner already explained in the 
Introduction. The momenta, masses, and the Feynman 

FIG. 1. A member of a class of Feynman diagrams under 
consideration. 

parameters associated with the first twisted ladder are 
d d ,,, ,,, ,,, ( h 

enote as qi' q;, q i; mq" ma" mq;; IX;, IX;, IX j were 
i = 1,2, "', n - 1,j = 1,2, "', n); that of second 

,,, ,,, {3 {3' {3" ( h are, Pk' Pk' PI; mpk , mpk , mp ,; k' k' ! were 
k = 1,2, ... , m - 1 and 1= 1, 2, .. ~, m); that of 
joined ends are denoted by Pm' Po; {3m, (3o; mpm and 
m po , respectively. For convenience we restrict our­
selves to the case for which both nand m are even. 
For both odd or one odd and another even, the 
procedure is exactly similar. In the latter case, 
however, the arrows at each vertex are not all incoming 
or outgoing. 

We know that the singularity corresponding to a 
Feynman diagram lies on a curve which is given by a 
set of Landau equations5 

~lXiqi = 0, 
i 

around each independent loop. 

~ lXiq~ - m~) = 0, 
i 

where qi' m i , and lXi are the momentum, mass, and 
Feynman parameter associated with the ith line. 

5 L. D. Landau, NucI. Phys. 13, 181 (1959). 
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Since in the diagrams under consideration there are 
n + m - 1 independent loops, we get n + m - 1 
Landau equations which are given below. 

PIPI + p~p~ - prp; - P;P; = 0, 

PaPa + p~p~ - P~P~ - p;p~ = 0, 

R + R' I R"" R"" ° flm-lPm-l flm-lPm-l - flm-lPm-l - flmPm = , 

R' I + R' I R' I + R" " -fllPl flaPs - ... - flm-lPm-l flmPm 

+ oc1ql - cxsq. + ... + cxn-lqn-l (1) 

- oc~qr + PoPo - PmPm = 0, 

oc1ql + ociqi - cx~qr - cx~q; = 0, 

ocaq. + ~ql - cx~q; - cx;q; = 0, 

Besides these Landau equations there are 2(n+m - 2) 
conservation equations at the vertices. These are 

Po + pi + p~ = 0, 

Pm + Pm-l + P':n = 0, 
(2) 

PH + P. + P; = 0, 2 ~ s ~ m - 1, 

P~l + p~ + P; = 0, 2 ~ s ~ m - 1, 
and 

qi + q~ + Po = 0, 

qn-l + q~ + Pm = 0, 

qr--l + qr + q; = 0, 2::S;; r ~ n - 1, 

q:'-l + q; + q; = 0, 2~r~n-1. 

On rearranging, one writes 

P':n = -(Pm-l + Pm), 

P; = -(P.-l + P.), 2 ~ s ~ m - 1, 

P; = (-l)'(pl - pn + P .. 2 ~ s ~ m - 1, 
(3) 

q~ = -(Pm + qn-l), 

q; = -(qr--l + qr), 2 ~ r ~ n - I, 

q; = (-lr(ql - qn + qr' 2~r~n-1. 

In order to find out the equation of the Landau curve 

To get PI . p~ we multiply the first of Eq. (1) by p~ and 
find 

PI . pi = -(I/Pl)[PlP~2 - p~p~ . pr - P';.p;' . p~]. (6) 

Next we wish to find out PI . Po. We multiply all of 
Eq. (1) and all of Eq. (2) except the first one 
[(2(n + m) - 5) vertex conservation equations] by 
Po. After a little algebraic manipulation by the use 
of Eq. (3) we get n + m - 1 equations, from which 
n + m - 1 unknowns P.· Po (i = 1, 2, . ", m) and 
q; . Po (j = 1, "', n - I) are determined. These 
equations are 

( R + R") • + R". R I '. + R" ". fll fiB PI Po flaPa Po = - fllPl Po fllPl Po, 

(-l)'P;Pl . Po + P;PH . Po + M,p,' Po 

+ P~lPB+l . Po = (-l)'P;p~ • Po, 

-P;"-lPl . Po + P':n-lPm-2 . Po + Mm-1Pm-l . Po 

+ P':nPm . Po = - P;"-lP~ • Po, 
m-l 

! P;Pl . Po + P~P2 • Po - P~P3 . Po + . . . 
.=a 

+ P;"-2Pm-2 . Po - (P;"-l + P':n)Pm-l . Po 

- (Pm + p':n)Pm . Po + oc1ql . Po - ocaqa . Po + ... 
+ cxn-1qn-l . Po (7) 

m-l 

= - Pop~ + ! P;pi . Po + oc~q~ . Po, 
8=1 

(-ltcx;ql' Po + OC;qr--l . Po + Nrqr' Po + ~lqr+l' Po 

= (-lrcx;Qi . PO, 

at the vertex whose momentum conservation is given cx~Pm . Po - OC~-lql . Po + oc~-lqn-2 . Po + N n-lqn-l . Po 
by the first of Eq. (2), i.e., = -oc~_lq{ . Po, 

Po + pi + p~ = 0, 
we multiply it by PI and obtain 

POPI + PI pi + PIP~ = 0, (4) 

where PI . p~ is a constant determined by masses mj) , 
w 1 

mj)l' and me 
P . P" = 1.1mB _ m'l _ m,,2) 

1 1 I\ e "1 j)1 ' (5) 

where 

M. = P. + P; + P; + P~l' 
Nr = OCr + oc; + cx; + OCrl-l' 

Using Cramer's rule we obtain the solution for Pi . Po 
in determinantal form 

PI . Po = B;".n/A:".n' (8) 
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where 

o •• ::::::.~~ •••••.•••.•••••.•.••••.••••••••••••••••••••.•.••••••••.••.......••.•.............•••.•.•..•...•. ····························r 

p; + P; M. P; "" : 
P; Ma P: .............. 1 

o P; M, P:. . ....... . 
-P~ 

;.......... .......... ............. ...... .. ...... .. 
........ ........ .... ..................... .. ...... .. 

............ .............. "..................... ........ .. 

. ........... ..•..... ................... . •................ 
I ................................................ .. 

P~-2 •••.•.• ):"'2 '.M __ ~···P"m-1 •••••••• 

- P:"-l O ................................. ~·:::~O P" ....... 1 Mm-1 P':,:········O ........•................................ ················0 

P~ -p~··············-·········-P:..-a P:"-. -(P;" +II;;') -(Pm +P:.) 

0-••••••.•••••••••••••••••••••••••••.••••••••••••••••••••••••••••..••.••••••••.••. 

, 
-exa 

0····· .............. "'" ., .............. ······················0 

CXs································-OC""l 

0····································0 . ...... 
". at; .......... .. 

'. 
ex; Ns IX: ..........•..... 
~" ex: NI .•• ex; •••• 
j ................ ......... .. ........................................... 0: 
I .................... . : ........ .......... .. .... 
: ................ " ........ .. ........ II 

: ............ CXft-2 N A-2 <1,,_1 
, '. 
0························:::·0 exn_1 N:_1 

P; 0 .• :.::: •••••••••••••••••••..•.••••••...••••.•••••.•.•••.•...••.....••..••.•••.•••••.•..•...•..•.•.•.••..•...•......•••.••.•.•••••.......... ~ - l1;p; . p. + /l"1P~ . p. 

M. P; .•••.•..•••••• ~ 
P; M, P; .••••• i 
O/1':.M.P: ...•••. i 
1·····.... .............. I 
: ". P;", M.. /1':. '. , 
)
:, ......................... .......... .......... ........ : 

...... ........ ................. ........ : 
.. ................. '. , ! ......... ~~~........... ........ . ............... , I 

! .......... fJ"_:····M "'/1"_1 '0 i::, 

: ...... .. 

J .................................... ~·::::o P:'-1 M_1 p:,. 0············································· ······0 
P; -11~ f. ........................ J1' .. -. -1Xz 1Xz··············_················1X._1 

0-•••••••••••••••••••••••••••••.••••••••••••••.•••.•••• ·······················0 

I 
I 

! 
i 
: 

l ........................................... _ ......... ····0 

J 

P;P; ·P. 

-11;1'; 'P. 

: 

i 

I 
11:'_.,; 'p. 

-P:'-1P; 'p • 
.. -1 

-11.1'5 + ! l1;p; 'p. + IX~,!~ 'Po ._1 
-IX;'!; ·P. + IX~,!~ 'Po 

~;·P. 

-~! 'po 

! 
IX~-afi 'po 

-CX~_lq~ ·po 
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Now, we can expand the determinants A~,n and B;",n 
in terms of a certain row or column as is convenient 
and get 

B:",n = -[-Cm,nP~' Po + Dm,nP~' Po (9) 

where 

Am,n = [{]>.P;+lP;+2 ... P';,.A!-I + PmA~_1 

+ P';,.P';,.-I ... P~(P~P2 + P~PI + P2PI)}A~_t 

(10) 

[

m-2 

C = '" R'R"R" ... R"I' + R'l' m,n "" P8P2P3 P8. PI I 
8=2 

- m~IR'R"P"'" P" A" ] 
"" P8P2 3 m n-I , 
8=1 

(11) 

n-I 
E P"P" P" ~ '1 m.n = 2 3··· m£,,<X""'r,n-l' 

r=1 

F P"P" P" "(A" J ) m,n = 2 3· .• mIX! n-l - l,n-l' 

G P P"R" R"A" m,n = 0 2P3'" Pm n-I' 

It is shown in the Appendix that Am,n' Cm,n, Dm,n, 
Em,ft' and Gm,n are all positive, when the P's and oc.'s 
are positive whereas the sign of F m,n is not certain. 
Since both A~_I and JI,n_1 are positive quantities and 
one does not know which one is greater than the 
other for any value of nand m and for positive 
Feynman parameters. 

If we substitute Eqs. (6), (9), and (10) in Eq. (4) we 
get 

A (P P . P" + P"p" P" + P" '. P" P'p'2) m,n I I I I I I 2PI 2 - I I 

- Cm,nPIP~ . Po + Dm.nPIP~ . Po + Em.nPlq~ . Po 

+ F m,nPlq~ . Po - Gm,nPlmp~ = O. (12) 

Case a: When m, n > 2 the sign of F m,n is not 
certain so we cannot say anything about the solution 
for positive P and oc.. If we put q~ . Po = 0, then Eq. (12) 
has solution for positive P and oc. if 

qf· Po = 0, 

PI . p~, Pl.' p~, P;' pI., Pl.' Po, ql' Po < 0, (13) 

P~' Po> 0; 

i.e., 

Here all the inequalities except the first two are 
satisfied in equal-mass cases. 

so 

Case b: When m > 2, n = 2, say, 

A~_I = A~ = oc.l + oc.~, 
JI•n- 1 = JI,I = oc.l' 

A~_I - J I,n-I = oc.~; 

thus F m,n is positive. 
Thus the leading Landau curve has solutions for 

positive P and oc. if 

PI . p~, Pl.' p~, pl.' p~, p~. Po, ql.' Po, q~' Po < 0, 

pl.' Po > 0; 
i.e., 

(14) 

The third and fourth inequalities follow from first 
inequality of Eq. (14). Here all the inequalities except 
the first are satisfied in equal-mass cases. 

Case c: When n = 2, m = 2. 

A2•2 = (P2P~oc.l + P2P~oc.~ + PIP~oc.l + PIP~oc.~ + PIPSoc.l 

+ PIPSoc.~ + Ploc.loc.~ + P~oc.loc.~), 
C2.2 = Pl(Psoc.1 + P2oc.~ + oc.loc.~), 
DS.2 = P~(P2oc.l + P2oc.~ + P~oc.l + p~oc.~ + oc.loc.~), (15) 
E P" I 2,S = 2oc.1oc.1 , 

F R" " " 2,S = P 2oc.loc.2' 

G2.2 = POP~(oc.l + oc.~). 
Substituting these values into Eq. (12) and making 
use of some conservation equations at the vertices 
we get 

(P2P~oc.l + Psp~oc.~ + PIP~oc.l + PIP~oc.~ 
+ PIP2oc.1 + PIPSoc.~ + Ploc.loc.~ + P;oc.loc.~) 
X (PIPI . p~ + P;P; . p~) + (PIP:' + P~P;) 
x (PSoc.1 + Psoc.; + oc.loc.~)pl· p~ 
+P"{3 " +PP"""" S loc.l oc.1ql . Po I 2oc.loc.Sql . Po 
- PIP;(P2oc.1 + P2oc.; + P;oc.l + p;oc.; + oc.1oc.;)m;; 

- PI.P~(Ploc.l + Ploc.~ + PSoc.1 + Psoc.~ + oc.loc.~m~~ 
- POPIP~(oc.l + oc.~m~o = O. (16) 
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For positive p and oc and for no solution of Eq. (16) 
the conditions are 

i.e., 

We see that Eq. (16) and the condition (17) are 
exactly the same as obtained in Ref. 4, Eqs. (7) and (8). 
Here all the conditions are satisfied in the equal-mass 
case. 
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APPENDIX 

In this appendix we introduce the quantities Am ... 
em ... , D m•n , Em•n , Gm .n , Fm•n and prove that all 
except the last are positive for positive values of p 
and oc and for any value of nand m greater than 1. 
The sign of Fm •n is not definite except for the values 
n = 2, m = 2, for which it is proved to be positive. 

We first expand A~.n in terms of the mth row, 
which gives 

-A' = A = [{m~lp'p"p" ... p" m,n m,n k 3 23m 
8=2 

where 

A~l= 

P' - . 

(-t)1-2P' .... 

( -l)I-1P:'-l 

m-l 
- I P;P;+1P;+2 ... P:;"A~-1 

8=2 

- p::,2A~_2 + (Pm + P;;')A~_I}A~_1 

+n~l "" "A'" AfJ ] k ocrocr+locr+2 ••• OC.. r-l m-l , 
r=l 

(Al) 

P; 0·,.-.... · .... ·· ............ •·· .. ·········0 
"~'" . 

M. P; .... 
P; M.P:.. i 

..'...... : 
?... P: M. P:. i 
: ...... ...... ........ : 
I .... ..,....: i .......... ..... 
" ,'" ~ 
i····.. '. '. . .............. 01 

1 .......... .... . .... . 
: ...... ...... ~ .... 

i ...... P:-a Mo-a /t'1-1 
6 ............................. ::0 P:"l MI-1 

For A~1 we have a similar determinant only, p, M, s 

are replaced by oc, N, and r, respectively. The deter­
minants Af-l and A~1 are of the same form as A~ of 
Ref. 1, so they are positive (we need not prove this 
again) and satisfy the recursion relation 

AfJ - M AfJ p,,2 AfJ P' R"R" R" 
B-1 - B-1 B-2 - ..... 1 B-3 - ..... 11'11"3··· " ..... 1. (A2) 

a similar relation exists for A~1 . 
In spite of the fact that A:"'I , A:"'I are positive, it is 

difficult to say at first from (AI) whether A... is 
positive or not, because the expression contains terms 
of both signs. To make further simplification we use 
the recursion relations for A~-l and separate the last 
two terms from the summations, which are canceled. 
leaving 

Am.n = [C~:p;p~p;· .. P;;' 
m-2 

- I P;P;+IP~2 ... P;;'A!-1 - tr...P':!-IA~ 
.=2 

+ (Pm-l + P;;'_I)P;;'A~2 + P,.A~I}A~1 

+ I l

OCr OC;+1c42 ••• OC;A;....IA~_I]. 
r=1 

Using the recursion relations (A2) for A!_a. A!-•... 
etc. in succeeding steps and separating the last terms 
from summations we finally get 

m-l 
+ I P,P~IP~2' .. P;;'A!-IA~1 + P,.A~IA~1 

8=3 

(A3) 

Since A~-I' A:"'1 are positive for positive {J and oc and 
any values of sand r, Am ... is positive. 

We now expand B~.n in terms of the last column 
and get 

B;",n = [C~:P;P~P;' .. P"l; + P~li 
m-l 

- '" R'R"R" .•. R" All + P' p"R" ••• P" k ".1'21'3 I'm .. -1 ...... 1 11"3 __ 1 
8=1 

" , tI " "II , - Pll lPI . Po - P~3 ... P .. I«.,Jr._IqI· P. {

_I 

r=1 

+ oc~(A~_1 - J 1,"-I)q~: Po - Pom!.A~I}]' 
(A4) 
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where 

and 

MAMATA PATTNAIK 

0:----------------------------------------------------.---.-.------------.--.---------------------------.-----0 
.......... ; 

'. 
Ma+2 ~a ••••• ! 
P; M ;......... i 

?'" a+a a+3 ~~. •••••••• l ! -.. -.... -.................... :............... . ............ ····0 i 
G---------------::::O 'P:"'l ·M"...l ". r:.. 0--·------·------------·----------------------------0 

(-l)'+lP:+l (-l)'+IP~I---------P'm_1 -(P"....l +P;"> -(fJ':,. +Pm> -ott 1Xa-'----- --------·--------------·----OC"""l 
0---------------------------------------------------------------------.-0 Q.------ ---------··-------------------0 

.. ' ........ 

;z :~ ..... :: ........... . 
........... 

o at; N, rJ.- ". 

:-..... .... .... 5...... ··· •••.... 0 

l ......... : .......... ~ ........................ " 
: ............. " ...... N 
I .... CX1l_2 n-I CX,._1 : .. 

0--------- --- ------ -.- ---- ----------- --------- ----- -0 " at .. -oc:.-l O.--.----------------~~·::: 0 ~-1 

, 
ex, 

0: --------------------------------•. -----------------. ------. -----. ----------------- -•. ----·0 '. ........ 
........... 

........ 

Na IX: •••••••••• 
ex: N, ex; ••••• 

,'.. .. ..... ....... ......... .. ... 
:, ••.. .... .. ....... ·0 .......... ......... : .......... ....... .............. .. .... .. 

<> "0 'IX" N ". ex" • r-l' r-l r 

o 

· , · · , , , , , , , , , , , , , , · , , , , , , , , 
0- ----------------------------------------.0 

O-------------.--~:~·O------O.. ex:H NrH 1X;+2 0----------- --------0 

"""""""""':~"""""~~~>,<:::"":::~~:"""""'", 0 
........... ~.......... .................... .. ......... .. 

.......... ............ ' . ............ 
...... .. ... " ...... ... .. II 

•••• ex .. _2 N .. _z Ot .. -l 
......... "' .. 

I ~ .. 

0------------------------------------------------------------------::0 
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Expanding I: in terms of the (m - s)th row we get 

I~ = [A~-l{(Pm + P':n)ll.s+1.m-l - P':!Il.s+I,m-2 

which we have made earlier for proving Am ... to be 
positive, is used here to prove that I: is positive. That 
is, in subsequent steps we use relations (A6) for 
1l.s+1.m-l, 1l.s+1•m- 2 ,··· etc., and find the negative 
terms occurring in Eq. (AS) are gradually canceled, 
giving finally a positive expression for I; which is 

(AS) 

where 

0 ... --.-·· ... -0 

~ •• m = 

I; = [{CPS+l + P;+1)P~~~3 ... P':n + Pmll.s+l.m-l 

/I " .... " IX 
m-8-2 } 

+ l~ PS+l+IP'+lHPS+l+3 Pmll.s+l.s+Z A .. _1 

(A7) 

We now go over to Jr ... - I • (Note that this deter­
minant is different from others occurring in the 
problem in the respect that none of the elements of 
first row and first column are zero.) Expanding in 
terms of the first row we have 

satisfies the recursion relation 

Il. •. m = Mmll. •• m- 1 - p;21l. •• m_ 2 , (A6) 

which is proved to be positive (Ref. 1). The trick, 

I 

T' 

oc; 0-···· .. ···•••·•• .... ·· ...... · .. •··· .. -· .. ····· .. · .. ·•· ...... ··• .. • .. ···· .. ·· .... · .. · .. · .. · .. · .. · ...... ···· ...... ······0 
'. ".......... . 

Na OC3 '. 0·· .. ·· .. •••••·· .. · .. • .. •••• .. · .. ·• .. •••·•• .. · .. • ........ •••• .. • .. · ..................................... : , , : 

oc; Na oc; ••••••••••• ~~~................ i ,,' , : o ..... .... ...... ........ .......... i 

(-1),.!...ta;..1 
r·. ····ocw··· •• N. ••••• w ""0 "0.. ! 
! .............. r-l' r-l .. ot, .... "'.. : · ......... , i·····.. 0.. OC~l Nr+l OC;+2 ••••••• i 

<-IT'" 
I .... .............. 1 : .......... ......." " ........ : i ............... ........ «,+t Nr+1 ~3 ............... ! 
: ........ ...... ........ ~........ ......... ............ ! · .. .......................... .. ............................... . : ........ ........... ............... ! 
l, .............. .. ............. " ....... .. .... ".... , : : 

! 
• IX,..t Nr+ .... oc •••••• ! 

(_1)~14"'1 

i 
i .............. .. ............... 1-1 r+#-l. '....... ! 
i ............. .. .. "c-.... ct;....-.l Nr+#-l 0... ... ...... "'.. : 
! .......... ........ "................ .............. i 

! 
! 

: ............ ............ rL~., rL_. _+1 .... "'.... '. , 
• .. "' .. --r-t" ~ ........ "'...... : i ................ .. .. "' ........ 0 N.r+.il ".... ............ i 
J ......,... (lr+~;............ ............... i 

H! I .............. c4o+l Nr+s+a «i.:;.~ ........... 6 
! ····· ...... ~~~~·· ..... ~~~~~· ...... ~~~~·· ...... ~~~~··6 
! ................ .. .... ~CX:_I .... ·N,._I '«:_1 ex;;... 
~.---•• -........ --......... -... -............. --..... -.......... -... --................... -.-...... -.-.:~:::. 0 «;_1 N,,_l 

and it satisfies the recursion relations 

J f - N J' 112 J' + I "" IIA r.r+ .... -l - .. -1 r.1'+ .... -2 - ot .. _1 1'.1'+ .... -3 ot .. -l0t2tXS •.. ot,.L.1r+l,r+8-1' 

J ' N J' + I II ". •• "A 1'.r+.,r+S+l == r+s+l 1',r+',r+' ~Hl0t2ota ot,....r+l.r+8-1' 

J;.r+ •• r+' = <+,J;,r+'.r+ .... l + ~,r4ot; .. ·<~+1.r+8-2' 
J;.r+,.r+2 = <+sJ:.r+,.r+l + ~Bot~ot8 ••• ot;N r+l' 

(A9) 

(AlO) 

(All) 

(A12) 
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J;.rH.l = 1. (A14) 

Equation (A13) is valid for r > 1. For r = 1; 

All the J: occurring in between J:.r+ •. n- 1 and 
J;.r+S.r+ri-l satisfy recursion relation (A9). All J; in 
between J;.r+s.r+. and J:.r+8.r+Z satisfy Eq. (All) and 
allJ: betweenJ;.r+8.r+l andJ;.r+ •. 1 satisfy the recursion 
relation for A:-1 • We now prove by induction that 
J;.r+S._l is positive. Since A:-1 is positive, J;.r+s.r+l is 
positive for positive fJ and tX which impliesJ;.r+8.r+s+1 is 
positive, bec:ause fl.. are also positive. Using Eq. (A9) 
we find tbat if J;.r+ •. r+.+l is positive then J:.r+s.s+s+2 is 
positive. Thus by induction we can prove that J;.r+8.n-l 
is positive, which implies that J; n-1 is also positive. 

Now, substituting the value' of I; and I~ from 
Eq. (A1) in the expression for Cm ... given by Eq. (11) 
we get 

C ... = "~);{J'"Jl; ... fJ;{ (fJ:-rzfJ:-rs ... fJ':nfJ8+l 
____ II 

+ l: fJ.Ht-tP:.rHJl':t-H3··· P':nfl.s+1.S+1 
1=1 

This shows that Cm •n is positive for positive P. and 
tX •• Recalling the expressions from Eq. (11), 

n-l 

E P"P" P" ~ I 1 m,n = 2 3·" mkOC""'r,n-l, 
r=1 

G P P"P" P" A" m,n = 0 2 3 . .. m .. -1' 

We find that these are all positive, since I~ and J., 
A~ are positive. However, 

F P"P" P" (A" J )" m,n = 2 3' .. m .. -1 - 1, .. -1 tXl 

does not have a definite sign but for n = 2, m = 2 

A~_1 - J 1, .. -1 = tX~, 
which is positive. 
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The Weyl coeflici~nts are by definit~on t~e matrix elements of the Weyl operators in SU(3). They are 
found to be generaJiud hypergeometnc senes of the type 4F3, and can be written down in a simple way 
from the Gel'fand patterns involved. 

INTRODUcrION 

THE Weyl coefficients in SU(3) are of interest to the 
physicist who employs "U-spin" techniques in 

certain problems concerned with scattering cross 
sections in elementary particle physics. As such, use is 
made of the general property of the Weyl operators, 
namely to diagonalize a set of invariants, which is 
obtained from a subgroup decompositionl.2 in terms 
of any other such set. In other words, a state with a 
definite "J spin" is transformed into a state with a 
definite "u spin." In addition, as a symmetry opera­
tion in the group, Weyl operations yield relations 
between the Wigner coefficients of SU(3) for weights 
which are equivalent under Weyl reflections. 

For the low-dimensional representations, which are 
used in physics, there are several ways to calculate the 
Weyl coefficients.3 These methods, however, do not 
lend themselves to direct generalization. A simple 
alternative procedure makes explicit use of the boson 
calculus, which has been introduced by Schwinger4 
for SU(2) and has been generalized to U(n) by Baird 
and Biedenharn.2 It requires the knowledge of the 
states as realized by boson quanta and the definition 
of the Weyl operators on the system of boson quanta. 
We discuss this procedure in detail below. 

I. THE WEYL GROUP OF SU(3). WEYL 
OPERATIONS AND WEYL REFLECfIONS 

The Lie algebra of SU(3) is defined by 

[Ai; , A kZ ] = (jikAii - (jilAki' (1) 

where the indices range from 1 to 3. The problem of 
the Weyl reflections is to find the group of inner auto-

t Excerpted in part from a Ph.D. thesis, University of North 
Carolina, Chapel Hill, (1967). Supported by the U.S. Atomic Energy 
Commission. 

1 L. C. Biedenharn, J. Math. Phys. 4, 436 (1963). 
2 G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4, 1449 (1963). 
• M. E. Mayer, in Brandeis Summer Institute in Theoretical Physics 

(W. A. Benjamin Inc., New York, 1963), Vol. 1. 
'J. Schwinger, in Selected Papers in Quantum Theory of Angular 

Momentum, L. C. Biedenharn and H. Van Dam, Eds. (Academic 
Press Inc., New York, 1965). 

morphisms of the Lie algebra.5 It can be seen that 
an operation WlI , which permutes the indices of the 
generators in the manner indicated by P, i.e., 

(2) 

indeed maps the algebra onto itself. One should, 
however, distinguish this operation from the trivial 
one of permuting all indices in (1). W lI leaves the 
indices of the structure constants unchanged. As 
defined ih (2), W lI is called a Weyloperation, with an 
additional phase to be established below. The group 
of all Weyl operations is called the Weyl group and 
from its definition seen to be isomorphic to the sym­
metric group S3' It is of order 31, has three classes, 
and is generated by two elements, the independent 
transpositions. The generating Weyl operations are 
labeled W12 and W23 and are called simple Weyl 
operations, because they are associated with simple 
roots.6 The particular labeling scheme used is a con­
sequence of the canonical subgroup decomposition. 
In addition, Biedenharn5 has shown that Weyl 
operations are but special rotations, which can be 
written in the form 

W = R,.(-TT) = exp {hr(2aa)-i(E .. + E-J}, (3) 

where a is the root which defines W. 
Alternatively,. a mapping of the Lie algebra onto 

itself is obtained, by mapping the root system onto 
itself. This is expressed in the well-known relation 

m' = m - 2a(ma)j(aa) (a fixed). (4) 

In words, it states that if m is a root (or a weight) and 
a is a root, then m' is also a root (or a weight), where 
the transformation m --+ m' can be interpreted as a 
reflection of the root (or weight) diagram through a 
plane perpendicular to the root a. This interpretation 
stems from Weyl and is hence known as a "Weyl 

5 L. C. Biedenharn, in Lectures in Theoretical Physics, W. E. 
Britten, B. W. Downs, and Joanne Downs, Eds. (Interscience 
Publishers, Inc., New York, 1963), Vol. V. (This is originally due to 
Weyl, Princeton Lectures, but the cited reference is more accessible.) 

6 Every positive root can be written as a linear combination of 
simple roots, with nonnegative integers only. 
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reflection." (This way the Weyl group appears to have 
a somewhat different structure, because the product of 
two reflections is a rotation.) The Weyl group can be 
described as isomorphic to the dihedral group Ds,r' 
with its abstract definition: 

(AB)S = (B2) = E 

and is, of course, isomorphic to Ss. 
The two ways of considering the Weyl group can be 

conveniently distinguished by the names "Weyl 
operation" and "Weyl reflection." One should, in 
fact, reserve the term "reflection" to the latter inter­
pretation, because it is strictly linked to the root 
diagram. As an operation in the group, W" is a rotation 
and the word "reflection" in this connection is 
misleading. 

Since Weyl operations are automorphisms of the 
Lie algebra it follows that all results derived therefrom 
must be symmetric under Weyl reflections. The study 
of these symmetries is then the primary aim to be 
pursued here. The situation, however, becomes more 
complicated upon introducing the subgroup decom­
position, which is necessary to label the states of the 
irreducible representations of SU(3) uniquely. This 
introduces a superimposed structure which is not 
invariant under Weyl operations. In fact, under Weyl 
operations a given subgroup decomposition is trans­
formed into a different one, which is equivalent to the 
former one. The term "canonical" subgroup decom­
position-meaning unique up to equivalence classesI.2 

-refers exactly to this kind of equivalence. It is quite 
clear that the simple change of the subgroup decom­
position in the way indicated yields trivial results only. 
The interest lies in considering the relations between 
two possible subgroup decompositions which are 
related by a Weyl operation,7 to which we now turn. 
Let the invariants of a U(2) subgroup of SU(3) be 
denoted by A12 , i.e., . 

Au == E12E21 + E21E12 + HNI - N2)2, 

where N1 , N2 are diagonal generators, namely 
HI = !(Nl - N2). States· which are eigenstates of 
Au (and of the other diagonal operators in the com­
plete set) may be denoted by Ij) and have eigenvalues 
j(j + 1). A different subgroup U(2) can be charac­
terized by Al8 , to be defined in an analogous manner, 
and has eigenstates lu). The invariants of these two 
subgroups do not commute with each other, of course, 
and are related by the Weyl operator W23 , i.e., 

W2sA12W2S1 == A Is , 

W2S Ij) = lu). 

7 There is a Weyl operation to relate any two possible subgroup 
decompositions. This in fact also exhausts the Weyl group. 

This is a rotation of the basis Ij) to a new basis, which 
can be defined as a linear combination of states Ij), 
in the form 

The coefficients in this expansion, namely the matrix 
elements of W23 , we call Weyl coefficients, and are 
calculated explicitly in the following sections, using 
the boson calculus. Our basic idea is to define the 
Weyl operators on a system of bosons for which the 
states are known. Weyl operations can then be explic­
itly performed on these realizations of the states, and 
the expansion in terms of the original states yields the 
Weyl coefficients. 

n. BASIS STATES IN THE REPRESENTATIONS 
OF SU(3) AS REALIZED BY BOSON 

CREATION OPERATORS 

Baird and Biedenharn2 show how to map the Lie 
algebra of SU(3) onto suitable boson operators, and 
proceed to construct all states of the irreducible 
representations of SU(3). Their result is essentially 
reproduced in (Sa). For the present calculation it is 
necessary to make a few additional remarks. 

The states are labeled by means of a Gel'/and 
pattern.U •9 This is a triangular array of numbers mii 
in the form 

which reflects the subgroup decomposition (Weyl 
branching law). The mii are arbitrary nonnegative 
integers lying within the limits mii+l~ mii ~ mHI.i +1 

("betweenness relation"). These states span an orthog­
onal basis, called the Gelfand basis.2 The realization 
of these states in terms of the boson calculus yields a 
polynomial of boson operators. The individual 
"monomial" terms can be visualized by means of the 
Weyl pattern. 2 A Weyl pattern is a Young frame,lo 
which is filled in a lexicographical way with the 
numbers 1, 2, 3. A mapping onto the boson calculus is 
established by "reading off the quanta,". best demon­
strated by example: 

8 I. M. Gel'fand and M. L. Zetlin, Dokl. Akad. Nauk SSSR 71, 
825 (1950). 

.0 L. C. Biedenharn, "Group Theory and the Classification of the 
. Elementary Particles," lecture notes, CERN 65-41 (1965). 

10 We reserve Young tableau to be a Young frame lexically filled 
with the integers I to n. 
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To be more specific, such a pattern is referred to as a 
Weyl basis tableau, and the state is said to belong to 
the Weyl basis. The Weyl basis states span the space of 
all the irreducible representations of SU(3). Although 
this basis is generally not orthogonal, two states with 
different· weights and/or which belong to different 
irreducible representations are orthogonal. Beyond the 
boson monomials so obtained, there are still others, 
such as for example (a13)(a23)(al)(aJ 10), with the 
simultaneous occurrence of a1 and a23 , which cannot 
be obtained from a Weyl basis tableau. Accordingly 
the quanta a1 and a23 are "incompatible" in this sense. 
One of the two can always be eliminated using the 
identity a1a23 - a~13 + asa12 == O. The Weyl basis is 
then singled out by supplying a linearly independent 
set of boson monomial states. This is precisely the 
property needed below. 

Baird and Biedenharn's expression can be trans­
formed to the Weyl basis using the identity just 
mentioned. In their expression it is also seen that the 
result (for SU(3)) does not directly depend on the 
integers mil' but only on differences thereof In addition 
one notes that their expression has a direct meaning 
only for mll ~ m23 . This is an expression of the fact 
that mll and m23 are not constrained by any ordering rela­
tion. It will therefore be necessary to distinguish three 
cases: m ll > m 23 ; m ll < m 23 ; m ll = m23' This is 
most conveniently done by defining a path on the 
Gelfand pattern which establishes a total ordering of 
all the mii (for each numerical occurrence). Let the 
line start at mS3 (the lowest integer in the pattern). 
It is said to be regular, if the m's along the line never 
decrease. The line has of course been introduced to 
be regular, yet it is sometimes useful to refer to the 
opposite case, an irregular line. 

Beyond this immediate purpose, the regular line is 
an extremely useful tool, which introduces a significant 
structure into the Gelfand pattern and makes it possible 
to write down the expansion of the Gelfand basis 
states in terms of the Weyl basis states directly from 
the Gelfand pattern. [This is even more transparent 
in SU(n),u] This is facilitated, using a different nota­
tion, obtained as follows: The Gelfand pattern is 

(a) 

where 

mapped onto a pattern which looks like a Weyl 
pattern. (It is, of course, impossible to map the 
Gelfand pattern onto a single Weyl basis tableau.) 
This is achieved by interpreting the meaning of mil' 

namely as the numbers which indicate how far the 
indices j reach in the ith row of this pattern,9 e.g., 

(64:20) __ l1lll11213131. 

The latter pattern is completely specified, if the number 
of columns of a certain type is given. The subscripts of 
the symbols <X serve to distinguish the type of the 
columns. As an example, the pattern drawn above is 
specified by 

<X12 = 2, <X13 = 0, <Xl = 1, <X2 = 1, <Xs = 2. 

The same symbols will then be inserted into the regular 
line of the Gelfand pattern, replacing the mil' and by 
construction denote the positive differences of 
adjacent m's along the line. 

The two possibilities in SU(3), mll ~ m23 and 
mll ::;; m23 are indicated as follows: 

(~, _ I ~ I ~ II I 2 1 31 (0) 

alZ Cltll al az all 
• •• ••• • • •• 

and 

These two types of patterns are called conjugates of 
each other, because in going from a representation to 
the conjugate one, a pattern of type (a) goes into a 
pattern of type (b) and vice versa (as noted already in 
Ref. 2). If mll = m23 , the two cases coincide, both, 
however, remain regular by definition. It is not 
necessary to make this a special case since either (a) or 
(b) yield identical results. This in fact has to be so, 
because it is but an expression of the required con­
tinuity of the orthogonalizing function, with respect 
to the application of E12 or E21 . The expansions in 
terms of the Weyl basis for the cases (a) and (b) are 
then as follows: . 

(Sa) 

2 (<X12 + <X1S + <Xl + <X2 + 1)! <Xu! (<X13 + <Xl + <X2 + <Xs + 1)! <X1S! <Xl! <X2! <Xs! (<X2 + <Xl)! (<Xl + <X1S)! N' =~~~~~~~~~~~~~~~~~~~-=~~~~~~-=~~--~ 
(<X13 + <Xl + <X2 + 1)!(<X1 + <X2 + <Xs + 1)!<X1! (<X2 + <Xl + <X1S)! 

(b) I(<x) = N(aa)'Zs(aJIZI(a23)IZII(a1S)1Z1I(a12)'ZU I g~-)(<X2' <X23' <X18)(a3d12)i 10), (Sb) 
i a2a13 

11 K. J. Lezuo, Ph.D. thesis, University of North Carolina (1967). 
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where 

N-2 = (CX12 + OCIS + ~S + CX2 + I)! CXl2! (CXIS + ~S + CX! + CXa + 1) !CX13 1 (0Cg + ~ + OCa + 1)1 CX28! OC2! ocs! 

(CXIS + OC2S + CX2 + 1)!(cx23 + CX2 + CXs + 1)!(oc2 + OC3 + I)! 

(CX2 + CX23)! (CX23 + CXI3)! 
X . 

CX2S! (CX2 + OC2S + CXI3)! 

The leading term in these expansions corresponds to 
a Weyl basis tableau, which looks identical to the 
tableau onto which the Gel'fand pattern has been 
mapped. Accordingly the latter one is called the 
representative Weyl tableau. Equation (5a) is, except 
for a transformation, identical to the result given in 
Ref. 2. Equation (5b) is obtained by specializing (5a) 
to CXI = 0 and a subsequent application of (E21)'''28. 
The normalization of (5b) has been calculated directly 
in the form «cx) I (cx». One should note that the 
normalizations in both cases can be obtained directly 
from the representative Weyl tableau, using Bieden­
harn's idea of "entanglement." The second factor is 
closely related to the structure of the series. (In fact it 
is the sum of all the coefficients in the series. A detailed 
discussion based on combinatorial analysis is given 
by Ciftan and Biedenharn.12) The standard convention 
of specifying hypergeometric series has not been used, 
to adjust the notation more closely to the problem at 
hand. In particular, the parameters have been inserted 
in the order in which they are read off the regular line. 
Note also that the arguments of the series follow from 
the subscripts of the parameters. The definition of 
( l( ) . gi - CX2, CXl , CXl3 IS 

g~-l( OC2 , CXI , CXl3) 

== (_)i CX2! CX13! (CX2 + CXI + CXl3 - i)! 
i! (CX2 - i)! (CX13 - i)! (CX2 + CXI + CXI3)! 

i (~2) (CX;3) 
= (-) . 

(CX2 + cx: + CX13) 
(6) 

This function may be called the characteristic function 
of the state I(oc». 

m. CALCULATION OF THE WEYL 
COEFFICIENTS 

The knowledge of the states as realized by the boson 
calculus allows for the calculation of the Weyl 
coefficients, provided the Weyl operations are defined 
on the system of boson quanta. To find this expression 
use is made of the fact that Weyl operations are 

12 M. Ciftan and L. C. Biedenharn, Science 154, 418 (1966). 
Abstract of papers presented at the Autumn Meeting of the National 
Academy of Science, Durham, N.C. 

special rotation operations. A rotation operator R can 
be defined as4 

Ra:R-I = xfaJ, (x;) unitary, (7) 
which is easily verified. The numbers (xD are the 
matrix elements of R iIi the defining representation 
(three-dimensional). If the matrix (xD is chosen so 
that in every row and column there appears a single 
± 1 only, then the operation maps the boson system in 
a permuted fashion onto itself. Forming the adjoint 
of Eq. (7) in the operator space, one finds that the 
destruction operators transform with the same matrix 
(xD. These properties qualify the operation as a Weyl 
operation, independently of previous arguments. 
There remains to fix an ambiguous phase. This is done 
in such a way that the effect of W13 on the state of 
highest weight in a self-conjugate representation 
coincides with the operation of conjugation.ls In 
addition, this choice makes the matrix element + 1, 
when the state of highest weight in any irreducible 
representation is involved. 

Since W12 is in SU(2) and its matrix elements 
known, i.e., 

(j'm'l W12 lim) = (ju,(j-m,m'( - )/-m, 
the calculation can be restricted to W23 , which is 
defined on the boson system as 

W28atW2ill = at; ~3aiW2al = a;; 

w~~wif= -aL 
using the phase convention just mentioned. 

(8) 

The states which can be reached by W23 from a given 
one, I (cx», are limited and can be expressed as 
I(cx'» == I(cx), n), where ~ = oc2 - n, cx~ = oc3 + n, 

" , d" . h cxl = cxI ' CXl3 = OCu + n, oclS = ocl3 - n. n Isbnguls es 
the states with the same weight and is found to be 

n = j' - !(OC3 + CXl + CXl2), 

where j' = !(~2 - m~J is the label of a U(2) mul­
tiplet. The requirement of ~ , oc~ etc. to be nonnegative 
limits n: -{cxs, ocu} ~ n ~ {~, OCI3}; {x,y} meaning 
the smaller one of x and y. This relation, by the way, 
gives the multiplicity M of the weight m, and in more 
standard notation reads 

2(M - 1) = p - Is + m + AI 

- Is + m - AI - Is - 2m1, 
where 

s == 1(P - 2q). 
18 G. E. Biurd and L. C. Biedenharn, J. Math. Phys. S, 1723 (1964). 
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In terms of the Gel'fand pattern there is a convenient 
method to obtain the states which are connected to a 
given one, I(m», by W2S ' Denoting the sums of the 
m's in a row of the Gel'fand pattern by Si' i.e., Sl == mn , 
SI == m12 + m21 , Ss == m13 + m2S + mss the weight is 
obtained as9 m = Sl - lS2; A. = lS2 - !ss' Equation 
(4) then yields the sums in the transformed pattern 
(m'). They are s~ = Sl' s~ = Ss - S2 + Sl' s~ = sS' 

For =mPle( 4> 0) ~ r ':y 0) 

with x + y = 10 - 6 + 4 = 8. 

The calculation of the matrix elements of W2S can 
now be carried out in the form 

W23 I(IX» = 1 W2S[(IX), n] I (IX)'). (9) 
n 

Using the states of the type (5a), and comparing the 
coefficients of the same Weyl basis state on the two 
sides of Eq. (9), a system of equations for the matrix 
elements WIS[(IX), n] is obtained. It should be stressed 
that such a comparison is only possible on states 
which are linearly independent. This singles out the 
Weyl basis among other possible boson operator 
monomials. The system of equations obtained is 

( - Y' N g~-)( 1X2' lXI' IXIS) 

= 1 W2S[(IX), n]N ng!=!(lXs + n, lXI' 1X12 + n), (10) 
n 

where k == IXs + IXIS = Ss - S2 (if mss = 0). To solve 
the problem the inverse of the matrix g~=>;C IXs + n, lXI' 
1Xl2 + n) has to be found. The result is a function 
g!~~(lXs + n, lXI' IXU + n) to be defined as 

g:+)(1X2, lXI' IXIS) 

_ (1X2 + i)! (1Xl3 + i)!(1X2 + IXI + IXIS + I)! 

= i!1X2!IXIS!(1X2 + IXI + 1Xl3 + i + I)!. 

The proof consists of showing that 

1 gi~~(lXs + n, lXI' 1X12 + n) 

(11) 

. i 
X g~-;-~i( IXs + n', lXI' 1X12 + n') = bnn" (12) 

which involves the summation of a hypergeometric 
series, and can be done by Gauss' theorem. 

These g(+) functions are, like the g(-) functions, the 
coefficients of the general term of a hypergeometric 
series. The (+) and (-) signs indicate that these 
hypergeometric series depend on positive or negative 
parameters only. Except for adding + 1 to certain 
parameters a g(+> function is obtained from a g(-) 
function by changing the sign of the parameters, i.e., 

g~+)(1X2,IXI,IXIS) = g:-)[-(1X2 + 1), -lXI' -(1X13 + 1)]. 

Solving Eq. (10) by means of (12) the Weyl coefficients 
W 23 [(IX), n] are obtained as 

W2S[( IX), n] 

= (-t!:!" 1 gt~(lXs + n, lXI' 1Xl2 + n)g!-)(1X2, lXI' 1Xl3), 
Nni 

(13) 
where 

k == IXs + 1Xl3' 

Although not made explicit in the notation, the 
series in (13) is a generalized hypergeometric series of 
type ,F3 , and is Saalschuetzian, i.e., the sum of the 
denominator parameters exceeds the sum of the 
numerator parameters by unity.l4 

In deriving Eq. (13) only states of the type (5a) have 
been used. It is clear that states of the type (5b) will 
give essentially the same result, which can be written 
down by inspection. This, however, is not necessary, 
because the expression (13) is well defined for all 
values of the parameters, i.e., even if the line is irregu­
lar. As shown below this is the consequence of the 
invariance of the Weyl coefficients under conjugation, 
an operation which takes states of type (5a) into states 
of type (5b). Independent of this argument it can be 
seen from the derivation. The states of type (5a) 
are really well defined, even if the line is irregular, 
were it not for the occurrence of inverse powers of 
al • In the method used, however, the boson quanta 
play the role of a counting device and inverse powers of 
al serve the purpose just as well. 

The method used for the calculation needs some 
justification too. At first glance it seems much more 
straightforward to calculate the scalar product 
«P)I W2s l(lX» directly, particularly because this 
involves only the two states I(IX» and I(P», whereas 
the method of expansion requires a complete set of 
states. The formal difficulty is that of finding the 
closed forms of various series which occur in the 
scalar product calculation, and can be traced essenti­
ally back to the normalization "integral". In addition 
one has to perform a rather unnatural operation, 
namely to expand the antisymmetric combinations, 
such as al2 , in terms of its elementary constituents, 
however, it is easily demonstrated that al2 , etc., can be 
considered entities by themselves, omitting the refer­
ence to the substructure. This is then seen to be the 
real advantage of using the expansion method. 

If It seems worth remarking that a series of the same type occurs 
in the Racah coefficients of SU(2). There are, in fact, certain 
similarities in the two problems, which may be sufficient to give 
rise to similar series. At a closer examination, however, the problems 
seem to have little else in common. Attempting to identify the 
result (13) with a Racah coefficient, it is already found that both 
thc structure of the irrationals and the "substructurc" of the series 
are quite distinct. -



                                                                                                                                    

1168 KLAUS J. LEZUO 

In the following and for explicit evaluation it may 
be useful to introduce the common labels for the 
parameters, namely p, q, A, m,j. The expression of the 
at'S in terms of these is as follows: 

CXa = !(2p - q) - j - A; CXs = j - m; 

CXI = !(P - 2q) + m + A, 
CXIS = -!(P - 2q) + j - A; (14) 

at12 = l(p + q) - j + A, 
n = -!(2p - q) + j + j' - !(A + m). 

The explicit substitution of these into Eq. (13) is rather 
elaborate and spoils the simplicity of the result. It 
may be most convenient to insert values for p, q, A, m, j 
into (14) and the resulting cx's into (13) if numerical 
values are desired. In terms of the labels p, q, A, m,j 
the Weyl coefficients are denoted by w2IJ(PqAm, jj') and 
the selection rules are 

(p'q'A'm'j'l WulpqAmj) 

= tJ(p',p)tJ(q', q)tJ(A',!m - !A) 

X tJ(m',!m + iA)wu(PqAm,jf). 

IV. INTERPRETATION 

It should be observed now that the actual calcu­
lation which has been carried out is more general than 
is suggested by Eq. (12). Without adding anything to 
the content of the statement, but the known orthog. 
onality of the Weyl basis with respect to different 
weights and/or different representation, Eq. (12) can 
be rewritten in the form 

I g~+)(P2' PI , P13)g!-)( OC2' OCl , OCIJ 
iJ 

X tJ(OC2 - i, (32 - j)tJ(exa + f)(3a + j)tJ(OCl' (31) 

X tJ(OC13 - i, (313 - j)tJ(CX12 + i, (312 + j) 

= tJ(exaP2)tJ(CXS' PS)tJ(atl, Pl)tJ(CX1a • (313)tJ(OC12, (31J, (15) 

where (oc) and «(3) specify the Gel'fand patterns of two 
states. The Kronecker deltas introduced in the sum 
specify the Weyl basis state uniquely, or in other 
words, make sure that the coefficients of the same 
Weyl basis state have been compared in the expansion 
problem. This is implicit in (10). The result is then 
sufficient to "invert a complete set of states" as may 
be necessary for an arbitrary operator"\? In particular, 
it reduces the problem of finding the matrix elements 
of l') in the Gel'fand basis to that of finding the matrix 
elements in the Weyl basis. The latter may be easy 
for operators which are defined on the boson quanta 
in a form 

prescription on how to "contract" characteristic func­
tions. One would then refer to g!+I(ats, CXl> CX13) as the 
dual function. In this more general language, the 
Weyl coefficients (13) can be written as follows: 

«at) 1 W23 I(P» 
= (- )"N,./ N, I g~+)(P2' PI> PIJgi-)(exa, CXI, at18) 

H 

X t5(OCa + i, (33 - j)~(CX2 - i, (32 + j)tJ(CXl> PI) 

X tJ(at13 - i, P13 + j)~(at12 + i,P12 - j) (16) 

and contains all selection rules appropriately. Thus 
the Weyl coefficients appear as the simplest nontrivial 
structure involving the characteristic functions of two 
states. 

From (12) or (15) it is seen that the functions g~+) 
are but the coefficients in the expansion of the Weyl 
basis in terms of the Gel'fand basis. The calculation of 
the Weyl coefficients is thus solved, by finding the 
expansion of the Gel'fand basis in terms of the Weyl 
basis and vice versa, problems which are independent 
of the structure of any operator. 

V. ORTHOGONALITY AND SYMMETRY 
RELATIONS OF THE WEYL COEFFICIENTS 

We have seen that Weyl operators transform the 
states of a certain subgroup decomposition into the 
states of a different decomposition. Since both bases 
are orthogonal, the matrix elements of the Weyl 
operators belong to an orthogonal matrix. For such 
operators the inverse equals the transpose, i.e., 
W-I = W-. The matrix elements of W- are denoted 
by w';(pqAm,jj'), and it should be noted that 

w';(pqAm,jj') #- W23(PqAm,j'j). 

With these remarks in mind the orthogonality relations 
can be obtained from 

and 
W23 IpqAm,j2) = I w2lpqAm,jJ~) IpqA'm',j~>. 

The results are 
;. 

and 
I w';(pqAm, jlj)W23(pqAm, j2j) = ~il;I' 
; 

(16) 

An important symmetry to note is the invariance of 
the Weyl coefficients (up to a phase) under the change 
of the weight, namely 

w2a(pqAm, jj') = (- )"w;{pqA'm', j'j), (17) 

Calling gt)(ocz, OCl ,at13) the characteristic furiction of where p == f(P + q) + A + m = exa + CXlS + atl + OCu. 
(at), Eq. (15) can be interpreted as supplying the This follows from Wia !pq).,mj) = (_)1' IpqAmj), which 
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is obtained by applying W:a on the states as realized 
by the boson calculus. 

With the help of Eq. (17) it is easy to see that the 
matrices of the Weyl coefficients are either symmetric 
or antisymmetric, i.e., 

w';(pqAm, jj') = (- )PW23(pqAm, jj') (18) 
resulting from WW-1 IpqAm,j) = IpqAm,j). 

It is also expected that the Weyl coefficients be 
invariant under conjugation, except for a phase. 
Using Baird and Biedenharn'sl3 results for the phase 
introduced under conjugation, one obtains 

w2a(pqAm,jj') = (_)kW23(P,P - q, -A, -m,j,j'), 
(19) 

where 

k == m11 - (m13 + m2a) = i(P + q) + A + m = p. 

This can be checked independently from the known 
result (13). (Note that these invariance requirements 
yield transformations of Saalschuetzian ,Fa's which 
are quite difficult to derive otherwise.) The transposed 
matrices can be obtained directly, if j and j' are 
referred to their minimal values, i.e., j = m + i, 
j' = m' + i' = lm + IA + i', namely 

w';(pqAm, jj') == w';(pqAm, m + i, lm + fA + i') 
= w2ipqAm, m + i', lm + IA + i). 

Finally it is observed that the Weyl coefficients serve 
a somewhat different purpose too. They are also the 
coefficients of the expansion of states of a certain 
subgroup decomposition in terms of the states of a 
different decomposition at the same weight. As such 
they are not the matrix elements of the Weyl operators. 
Denote eigenstates of the two subgroup decomposi­
tions by /j) and lu), ("J spin" and "U spin"). The 
coefficients to be found are defined in 

IpqAmj) = .2 c(pqAm,ju) IpqAm, u). 
u 

Using W2S on this state yields 

c(pqAm,ju) = W23(PqAm,ju). (20) 

For completeness the matrix elements of W13 are 
given. They follow from W13 = W12W23W12 as 

W13(pqAm, jj') = (- )f+i'-m+m'W2a(pqA - m, jj'). (21) 

VI. SYMMETRIES OF THE WIGNER 
COEFFICIENTS OF SU(3) WIDCH 

RESULT FROM WEYL OPERATIONS 

From the knowledge of the Wigner coefficients of 
SU(3) which depend on certain weights, it should be 
possible to calculate all those Wigner coefficients 
which depend on weights that are equivalent to the 
former one under the Weyl group. In SU(2) this is 

expressed in the relation 

c{jdd, mlmam) = (-)l1+1I-f 

X c{jdaj, -ml, -."'2, -m). 

The Wigner coefficients of SU(3) are defined in 

IPlqlP2q2' Pyqy ; Am) 

= .2 ( Plql Paq2 I pyqy) 
A1mlj1 A2m2j2 Amj 

X I PlqlAlm1jl) IP2qaA2majl)' 
where y serve to distinguish representations which may 
occur in the reduction in a multiple fashion. Applica­
tion of W2S on this equation yields 

! waa(PyqyAm,jj') I' . " A'm'j') 

= .2 ( Plql.. Paq2. I pyq~) 
Al mIll A2m2.12 Am] 

X W23(PlqlAlm1, jlji)W2S(P2q2A2m2' j2j~) 

X IplqlA~mUi) IP2qaA~m;j;> 
and can be re-expanded at the transformed weight, 
i.e., 

X IplqlA~m~j') Ip2q2A~m2j0· 
The comparison shows that . 

( 
Plq1 P2q2 I pyqy) 
A~mU~ A2m2j; A'm'j' 

= .2 w';(pyqyAm, jj')W2S(PlqlAlml' jIm 
;l;S; 

X w (p q Am]' ]") ( Plql P2qa I pyqy) 232222,22- •• , 
A1ml11 A2m212 Amj 

(21) 
where all A', m' are related to A, m by m' = lm + IA; 
A' = lm - IA. This is the desired relation, which is 
somewhat more complicated than the analogous 
SU(2) relation, because in SU(2), the Weyl operator 
W12 does not change the subgroup decomposition (in 
fact there is none at all). 

One must remark that there is no simpler relation 
involving the isoscalar factors only. The reason is that 
the result of the Weyl operation on a state Ip1q1 ,Paqa , 
A1A2A, m,hjaj) is not directly a Weyl coefficient, but 
also involves Wigner coefficients of SU(2). The 
answer obtained would then be the same as the 
factorization of (21). 
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APPENDIX 
As a numerical example we give the matrix elements 

of the Weyl operator W23 in the 27-plet of SU(3). 
Let the states be denoted by ImAj), omitting the 
representation labels, namely, p = 4, q = 2. Except 
for a few additional phases, there are only five 
nontrivial numbers to be calculated due to the various 
symmetry properties of these coefficients. The cases of 
multiplicity 2 are specified by (Olll W23 1t t t) = 
-6*/6, and (t, t, tl W23 1-t, t, t) = -I, those of 
multiplicity 3 by 

(0001 W23 1000) = 1; (0011 W23 1000) = +(3)1/3, 

and (0011 W23 1001) = t. More explicitly this is 

W. (1- ~ ~ ~») = (- ~ - ~l) 
231_!1~> _51 ~ 

2 2 2 3 3 

x (I~ ~ 
I~ ~ 

~») 
~> 

and 

(I! 
1 !») (_ 61 _ (30») -
2 6 1011) 

WU I~ ~) = _ (3~~ ~I (IOI2J 1 -
2 

The other multiplicity 2 cases follow from these using 
the phases in Sec. IV. For the multiplicity 3 case, the 
result is 

1 31 (5)1 -

(~) 
3 3 

(~») W23 1001) = 
31 1 

1001) . -
3 2 

1002) 
51 _ (15)1 1 1(02) 

-
3 6 6 

Since Weyl operations are but special rotations, the 
matrices obtained have the properties of rotation 
matrices. The particular matrices above, however, are 
submatrices only. This is to stress that as such these 
submatrices need not be of unit determinant. (The 
determinants may be ± 1.) 
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An orthonormal tetrad system and associated coordinate system is obtained, which may be used to 
locally describe any dust-filled space-time. This is used to study dust-filled spaces in which there exist 
multiply transitive groups of motions; all such spaces are classified in detail. Spaces containing shear-free 
dust are also considered; it is shown that (J = 0 ~ 000 = O. Three classes of solution with (J = 0, 
00 .,. 0 are studied. Several new solutions of the field equations are contained in these results. 

1. INTRODUCTION AND NOTATION 

I N the study of gravitationally interacting matter, 
particularly in cosmological models, the simplest 

assumption about the sources of the gravitational 
field in Einstein's equations 

(ROd -IRgbd) - Agbd = -Tbd (1.1) 

is that the energy-momentum tensor of matter has 
the form 

(1.2) 

where p is the density of matter and ua is the 4-velocity 
of matter. This vector is taken to be normalized, so 

(1.3) 

If (1.2) holds with p > 0, the matter content of the 
universe is called "dust." 

Early study1.2 of Eqs. (l.1)-{1.3) centered on the 
conservation equations 

Tf: = 0, (1.4) 

which are a consequence of (1.1); later work3- 5 (and 
references given there) has considered general prop­
erties of the full field equations (1.1). Many exact 
solutions ofthe field equations for dust are known,6-l6 

• On leave from Peterhouse, Cambridge, England. 
1 L. P. Eisenhart, Trans. Am. Math. Soc. 26, 205, (1924). 
• J. L. Synge, Proc. Math. Soc. (London) 43, 376 (1937). 
• K. Godel, Proc. Intern. Con gr. Math. (Cambridge, Mass.) 1, 

175, Am. Math. Soc., Providence, R. I. (1952). 
• A. Raychaudhuri, Phys. Rev. 98, 1123 (1955). 
• J. Ehlers, Abhandl. Math. Naturw. KI., Mainz Akad. Wiss. 

Lit., 11, (1961). 
• J. Ehlers, Ph.D dissertation, Hamburg University (1957); in 

Royaumont Conference Volume (1959); in Recent Developments in 
General Relativity (Pergamon Press, Inc., New York, 1962). 

7 C. Lanczos, Z. Physik 21,73 (1924); w. J. van Stockum, Proc. 
Roy. Soc. (Edinburgh) 57, 135 (1937); J. P. Wright, J. Math. Phys. 
6, 103 (1965). 

8 H. Bondi, Monthly Notices Roy. Astron. Soc. 107,410 (1947). 
• K. Godel, Rev. Mod. Phys. 21, 447 (1949). 
10 E. Schiicking, Naturwiss. 19, 507 (1957). 
11 O. Heckmann and E. Schiicking, in Solvay Conference Volume, 

(1958); A. Raychaudhuri, Proc. Phys. Soc. (London) 72,263 (1958); 
B. B. Robinson, Proc. Natl. Acad. Sci. U.S. 47, 1852 (1961). 

11 O. Heckmann and E. Schiicking, in Gravitation: An Introduction 
to Current Research, L. Witten, Ed., (John Wiley & Sons, Inc., 
New York, 1962). 

in addition to the classic cosmological models (see, 
e.g., Refs. 17, 18). An elegant summary of known 
exact results is contained in the paper by Ehlers.5 

Recently, the use of tetrad ("vierbein") formalism 
has resulted in considerable progress in the study 
of the vacuum field equations.l9--2l Similar methods 
have been applied to the field equations for dust when 
certain symmetries exist.12.l3 

In this paper an orthonormal tetrad system and 
related coordinate system are set up that can be used 
to describe any space-time containing dust. This 
system is then used to study some exact properties of 
dust. This study provides a convenient classification 
of some of the exact solutions of the field equations 
(listed in Refs. 6-16) and of some new solutions. 

Section 2 establishes notation to be used in the 
description of a timelike congruence of lines. Some 
known results concerning dust are summarized, and 
a self-contained summary is given of tetrad methods 
basic to the rest of the paper. In Sec. 3, a general 
space-time filled with dust is considered. A tetrad 
and coordinate system is considered which simplifies 
the Jacobi identities and field equations; the remaining 
coordinate and tetrad freedom is found. The field 
equations in this tetrad system are used, in Sec. 4, to 
study dust-filled space-times in which there exists 
a rotational symmetry in each tangent space. These 
are in fact, the dust-filled space-times in. which there 
exists a multiply transitive group of motions. All such 

13 I. Oszvath and E. Schiicking, Nature 193, 1168 (1962); I. 
Oszvath, Abhandl. Math. Naturw. KI., Mainz Akad. Wiss. Lit., 13, 
(1962) and I, (1965); J. Math. Phys. 6, 590 (1965); D. L. Farnsworth 
and R. P. Kerr, ibid. 7, 1625 (1966). 

u C. Behr, Zs. f. Ap. 54, 268 (1962); Astron. Abhandl. Hamburg 
Sternwarte, 7, 5 (1965); L. Shepley, Ph.D. thesis, Princeton 
University (1965). 

15 S. C. Maitra, J. Math. Phys. 7, 1025 (1966). 
16 R. Kantowski and R. K. Sachs, J. Math. Phys. 7, 443 (1966). 
17 H. P. Robertson, Rev. Mod. Phys. 5, 62 (1933). 
18 H. Bondi, Cosmology (Cambridge University Press, Cambridge, 

England, 1960). 
18 E. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962) and 

foJlowing papers by E. Newman et al., e.g., ibid. 6,902 (1965). 
-.0 R. Debever, Lecture notes, Brussels University (1964). 
21 J. Ehlers, Lecture at London Relativity Conference (1965). 
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solutions are classified in detail, and integrated com­
pletely, except for one class in which there remains 
to be solved two "Ordinary differential equations. In 
Sec. 5, properties of shear-free dust are examined. It 
is shown that either vorticity or expansion vanishes 
in such solutions; various theorems concerning shear­
free solutions are proved. Section 6 contains some 
concluding remarks. 

Notations used are as follows: the metric tensor 
gab has signature ( - + + + ). Covariant differentiation 
in the Xi direction is V x = ;kXk; partial differentia­
tion in the Xi direction is .kXk. Covariant differentia­
tion along the velocity vector ua is V u = .. 

A vector is regarded as a directional derivative22•2s• 

A basis of vectors is %x;' so the vector X can be 
written X = Xi %xi , where Xi are the components 
of the vector with respect to the basis %xi • Thus, 
X(f) = Xi(of/oxi) = fiXi. The commutator· of the 
vectors X, Y is [X, y], defined by [X, YJf: = 
X(Yf) - Y(Xf). Then [X, Y]f= (yi.iXi - Xi.iyi) X 

(of/oxi) = (LxY)f, where LxY is the Lie derivative 
of Y with respect to X; this is the vector field giving 
the difference between the vector field Y, and the 
vector field produced if Y is "dragged along" by 
X.22-25 This gives the commutator a useful geometric 
interpretation, closely related to integrability con­
ditions. 

A set of vectors tea} (hibeled by the index a) that 
are orthonormal at each point is called a tetrad. The 
notation oa is used to emphasize the action of these 
vectors as directional derivatives~ oaf: = ea(f). 

Latin indices run from 0 to 3; i, j, k ... are coordi­
nate indices and a, b, c ... are tetrad indices. Greek 
indices run over 1, 2, 3; the vector eo is timelike, so 
{e y } are spacelike. Round brackets denote symmetrized 
indices, and square brackets denote skew-symmetrized 
indices.24 The skew-symmetric tensor 'YJ is defined by 

'YJabcd : == 4!e/aelbe2cesd]; 

so 'YJabcd = 'YJ[abC<l] • has tetrad components 'YJ0123 = I, 
'YJ0l23 = -1. The Ricci tensor is defined by Rab : = 
R~Cb' the curvature scalar by R: = R~. Finally, the 
metric scalar product is denoted by a dot, X. Y : = 
Xi Yi = gijXi yi. Note from this that 

(ojor).(%xm) = giit5~t5:,. = gkm' . 

II G. F. R. Ellis, Ph.D. thesis, Cambridge University, (1964); 
lecture notes, Cambridge University (1965). 

II P. M. Cohn, Lie Groups (Cambridge University Press, 
Cambridge, England, 1961); S. Kobayashi and K. Nomizu, Founda­
tions of Differential Geometry (John Wiley & Sons, Inc., New York, 
1963); C. W. Misner, in Relativity, Groups and Topology (Gordon 
and Breach Science Publishers, Inc., New York, 1963) . 

.. J. Schouten, Ricci Calculus (Springer-Verlag, Berlin, 1954). 
Ii F. Pirani and A. Trautmann, in Lectures on General Relativity 

(Prentice-Hall., Inc., Englewood Cliffs, New Jersey, 1965), Vol. 1. 

2. KINEMATICS OF A TIMELIKE CONGRUENCE 

We first summarize some results given by Ehlers.s 
For any space-time filled with dust, the fluid flow 
vector ua determines the tensor 

(2.1) 

which projects into the instantaneous rest space of 
an observer moving with 4-velocity ua• This tensor 
obeys 

h~hg = h~; h~Ub = 0; h~ = 3. 

The tensors 0 ab , Wab , O'ab' zia, and 0 are defined by 

zia : = Ua;bub, 

Ua;b =: Wab + 0 ab - ziaub' 
where 

(2.2a) 

(2.2b) 

Wab = W[ab] , Wabub = 0, 0 ab = 0(ab) , 0 abU
b = 0; 

O'ab : = 0 ab - i0hab , 0: = ufa. (2.2c) 

zia is the acceleration vector; (1.3) => ziaua = O. If an 
observer on one fluid particle observes a neighboring 
fluid particle at distance 151 in direction 

ea (eaea = 1, eaua = 0), 
then5 

h~( eb)' = (w~ + O'~ - (0' CdeCed)h~)eb , (2.4) 

give, respectively, the rate of change of distance and 
direction of the neighboring particle relative to the 
observer. Also, if t5V is the volume enclosed by a 
group of neighboring particles, then 

(t5V)'/t5V = 0. (2.5) 

From (2.3)-(2.5), we see that 0 ab is the expansion 
tensor, 0 the (volume) expansion, O'ab the shear tensor, 
and Wab the vorticity tensor. The vorticity vector wa 

may be defined by 

(2.6) 

Then wtu = 'YJtua.wau·, so waua = 0 = wawab ; the 
vector wa is the vector in the rest space of ua which 
defines the instantaneous axis of the rotation of the 
fluid due to vorticity. 

The scalars zi : = (ziazia)!, W : = (wawa)! = (iWabWab)!, 
and 0' : = (iO'abO'ab)! vanish if and only if the corre­
sponding tensors vanish. 

The contracted Bianchi identities (1.4) for dust are 

zia = 0, p + 0p = 0 (2.7) 

(the world lines of dust are geodesic, and the mass of 
any portion of the fluid is conserved). 



                                                                                                                                    

PRESSURE-FREE MATTER IN GENERAL RELATIVITY 1173 

We now describe the tetrad formalism used in this 
paper. All the following considerations are purely 
local; they hold in some neighborhood of each point 
in space-time. To obtain global results would require 
an investigation into the patching together of these 
local results. 

Let {Xi} denote a local coordinate system, {ea} a 
tetrad. The equations 

ell == e~(%xi) (=> det lIe~1I ~ 0) (2.8) 

define the functions e!, which are the components of 
the vectors ea with respect to the basis %xi , and 
are also the directional derivatives of the coordinate 
functions Xi as 

e! = oa(xi). (2.9) 

Tetrad transformations 

(2.10) 

where A:, is a position-dependent Lorentz matrix, 
and coordinate transformations 

., "; :,:';' ox':.:.' x· = x' (x ) => fI/flX ==;-:-, flfflx' 
fiX' 

both induce changes of the functions e! • 

(2.11) 

The components of any vector or tensor may be 
found with respect to the basis a/ox' or the basis ea 

(see, e.g., Refs. 12,22,24). Thus, the vector Z can 
be written as 

(2.12) 

(2.8) => Zi = zae:,. The tetrad components of the 
metric tensor are 

gab = ea' ell = (e~afoxi) . (eto/axi
) 

= e~et(%xi) . (%xj) = e~e:gi1' (2.13) 

As the tetrad is orthonormal, 

gab = e!ebi = diag 11-1. 1, 1, 111 . (2.14) 

The metric components gab (the inverse matrix to gab) 
are numerically equal to the gab; tetrad indices are 
raised and lowered by the metric components gab and 
gab' The components g!, g~ of the metric tensor are 
~!, ~!; so (2.13) => e:,e~ = ~:, i.e., e! and e~ are inverse 
matrices. Therefore 

eM = ~~, 
and the inverse relations to (2.8), (2.13) are 

a/ox' = e~ea' 

gil = e~e~gab' 

(2.15) 

(2.16) 

(2.17) 

As (2.8), (2.10), (2.11), (2.16) each simply imply a 
change of vector basis, tensor algebraic relations are 
preserved in form under each of these transformations. 

The Ricci rotation coefficients, defined by 

r abC : == ea' Vile. == e!eCi;.1e: (2.18) 

can be regarded as "tetrad components" of the 
Christoffel symbols. As the gab are constants, 

gU;k = 0 => r abc + reba = O. (2.19) 

The commutators lea' ell] of the basis vectors are 
defined by 

lea' ell]!: = OaC0b!) - 0b(Oa!)' (2.20) 

For each set of values (a, b) this commutator is a new 
vector field, the Lie derivative of ell with respect to ea, 
which can be described by its tetrad components ~c: 

[ea, ell] =: Y:be., y:" = Yrab]' 

It follows that 

(2.21) 

(2.22) 

From (2.19), the inverse of (2.22) are the "Christoffel 
relations" 

(2.23) 

Equations (2.22), (2.23) show that the r abe and Yabc 

are linear combinations of each other; given all the 
Yabe' all the r abc are known, and vice versa. 

The general procedures used in this· paper may be 
summarized as follows: the Yall. are used as auxiliary 
variables, obeying certain identities and field equations. 
As far as possible in any given situation, we determine 
the Yalle first, then find the e:. [from (2.20), (2.21) and 
any remaining field equations] the e: [from (2.15)] 
and finally the gij [from (2.17), (2.14)]. In carrying 
out this program, the simplifications to the equations 
possible via the coordinate and tetrad choice (2.10), 
(2.11) available are essential to making solution 
possible.26 

At this stage, we make the first tetrad specialization: 
the timelike vector eo is chosen as the fluid flow 
vector u. Then 

u == eo, u" = b~, Ua = - ~~ . (2.24) 

Now the unit vectors {ev} == {el' ea, ea} form an 
orthogonal triad in the rest space of u at each point. 

Each of the ~c has a direct geometrical interpreta­
tion as a component of a Lie derivative [see (2.21)]. 
However, it is often useful to have alternative inter­
pretations for these coefficients; in particular, the 
choice (2.24) of the vector eo implies some simple 

.. It should be noted that, if desired, one can easily use I-forms 
instead of vectors in what follows. The basis {JG of I-forms dual to 
the basis eb of vectors is {JG = e1 dxi , ana obeys «(JG, eb) = IS:. Then 
(2.21) => dfj" = -tl'f.6b It. {}c, which makes clear the role ofthe func­
tions "g. in terms of I-forms. However, in this paper we proceed 
using vectors. 
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relations of the /1c to the tensors occurring in (2.2)­
(2.6). These relations may be obtained by the tech­
nique illustrated in the following derivation27 of the 
tetrad components Tab;c of the tensor with coordinate 
components T;;;k: 

Tab;C = ~i;ke~e:e~ = (~ie~e:);k~ 
- ~;(e~;k)et~ - ~ie~(eg;k)~ 

= OcTab - Tfbr~a - Tatr~b; (2.25) 

Eq. (2.23) enables us to write out this expression in 
terms of the Yabc' Similarly, we can obtain the explicit 
tetrad components of any tensor equation. 

Using this technique on (2.2), (2.6) with the tetrad 
restriction (2.24), we find 

where 

y~. = -0 •• =: -0. (no sum), 

(2.26a) 

(2.26b) 

y:. = -2EIl ... W", (2.26c) 

y:. = ell' e. - all' - EIl ... W" (I-' ¥: ,,), (2.26d) 

(2.26e) 

E,. ... : = ",,. ... aua, so Ell'" = El,.,,,), E123 = I; 
and 

0= 0 1 + O2 + 0 3 = -(Y~l + Y~2 + Y:3)' (2.26f) 

In these equations, the YX. are acceleration com­
ponents,. zero for dust [see (2.7)]. The terms 0. are 
the expansions of the fluid in the directions e. [see 
(2.3)], which are directly observables in terms of red­
shift. The terms (2.26c) give the vorticity vector com­
ponents; then the terms (2.26d) determine the three 
shear cross terms (a,.. = 0 11" I-' ¥: ,,) and the Fermi­
derivatives e,. . e. of the basis vectors along the world 
lines. It is reasonable to regard the frame defined by 
the vectors e. as a physically nonrotating frame if and 
only if the 3 terms e.' ell = -e,. . e. vanish.2s The 
terms in (2.26e) are all spatial components of the first 
curvatures ("accelerations") of the vectors e •. Three 
terms y:. (a ¥: " ¥: I-' ¥: a) are not listed in (2.26). 

The Ricci identities are 

b b Rb. V;cd - V;dC = eCdV ' (2.27) 

Contraction of (2.28) gives the tetrad Ricci tensor 
components Rbd ; these can be combined with (1.1)­
(1.3) to give 

Rbd = Odr~b - Ocr;b- r~gr:b + r~br:d 
= -(!p + A)hbd - (fP - A)UbUd• (2.29) 

With (2.23), these are the 10 field equations, a set of 
differential equations for the /1c; these equations are 
numbered by the indices (bd). 

The Riemann tensor components (2.28) are not 
independent, but are algebraically related by the 
cyclic identities 

R{bCd] = o. (2.30) 

From (2.23), these equations are the conditions 

O[dY~b] + Y[dcY,]g = 0, (2.31) 

which are in fact [from (2.20), (2.21)] the components 
of the Jacobi identities 

[eb, [ec, ed]] + [ed' [eb, ec]] + [ee' [ed' eb]] = 0 (2.32) 

for the basis vector fields ea' The 16 equations (2.31) 

are numbered by the indices (!cd)' 
Certain of the field equations and Jacobi identities 

may be obtained as followss: in the Ricci identities 
(2.27), the vector va is chosen as ua and the decomposi­
tion (2.2) of Ua;b is substituted into the resulting 
expression for RabcdUa. Contracting this equation, we 
obtain (using the fact that for dust, zia = 0) 

RabuaUb = e + 1-02 + 2(a2 - ( 2) = -fP + A, 
(2.33) 

which is Raychaudhuri's equation,' the covariant form 
of the (00) equation; and 

hGbRbCUe = h~(w~g - a~: + i0,b) = 0, (2.34) 

the covariant form of the (0,,) equations, which state 
that ua is a Ricci eigenvector. The equations 

R[abe]du" = 0 <=> U[a;bc] = 0, 

split into the identity 

W~a = 0 (2.35a) 
Choosing v as the basis vector ef (va = t5~), the methods and the vorticity propa~ation equations 
of (2.25) applied to (2.27) yield 

R'ed = -Odr~b + OCr~b + r~gr:b 
- r:gr~b + rtbY:e' (2.28) 

'7 There are more direct and fundamental ways of obtaining the 
tetrad-coordinate relations described in this section; see, e.g., Refs. 
22,24. However, space restrictions preclude such a presentation here. 

(2.35b) 

[(2.35a) is the covariant form of (1~3)' while (2.35b) 

is the covariant form of (o~,,), (p. ¥: ,,)]. 
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3. A TETRAD AND COORDINATE SYSTEM 
FOR DUST 

The coordinate system thus far is completely general, 
while the tetrad system has been restricted only by the 
choice (2.24): u = eo. The metric form [from (2.1), 
(2.14), and (2.17)] is 

(3.1a) 
where 

q : = hij dxi dxi = (eli dxi)2 + (esi dx')S + (eSk d~)s. 
(3.1b) 

Theorem 3.1: Given any space-time containing 
dust, a tetrad system can be locally found with 
ui = e~, Wi = wei, such that 

Y:v = Y~2 = Y~3 = Y:2 = 0, yCy = 0 (p > v), 

Y:v = -2up.v (fA < ,,). (3.2a) 

Associated coordinates can be locally found, for which· 

e: = e~ = e~ = 0, e: = y(x2
, x~e~, 

e; = 0 (p> v), e: = 1. (3.2b) 

The metric has the form 

(3.2c) 

in these coordinates; y can be chosen zero if and only 
if W = O. 

In fact, this result holds for any geodesic timelike 
congruence with tangent vector ui • The coordinates 
here are the coordinates found by Ehlers,6 except 
that the coordinate Xli used here is slightly more 
general: Ehlers uses Xli' = -y(x2, x3). 

Proof: We prove Theorem 3.1 by a series of special­
izations of a general coordinate and tetrad system. 
As all considerations are local, "everywhere" means 
"everywhere in a suitable neighborhood." 

The first coordinate specialization fits the coordi­
nates to the vector eo. A transformation xo' = xu, 
xv' = XV'(xi ) is used to set 

(3.3a) 

The coordinates are then comoving coordinates: the . 
world lines (integral curves of eo) lie everywhere in the 
intersections of the surfaces XV = const, and so are 
lines on which only xO varies (integral curves of 
iJjiJxO). A transformation xO' = xO'(xi ), xv' = XV is 
next used to set 

(3.3b) 

everywhere. Then u = iJloxO, ui = a~, and (1.3) => 
goo = -I; XO measures proper time along each world 
line. The coordinate freedom preserving (3.3) is: 

xu' = XO + f(xV
) (a "gauge transformation", repre­

senting freedom of choice of an initial surface xO = 
const) and xv' = xv' (x") (freedom to initially label the 
set of particles arbitrarily). 

The flow lines are geodesic, so Y:v = O. In the second 
tetrad specialization, we first consider the case w #- O. 
Then the vector el can be chosen parallel to the 
vorticity vector, so 

Wz = Ws = 0 <=> Y:l = Y~2 = 0 (3.4a) 

and W = WI = -iygs is the only nonzero vorticity 

component. The equations (0~2)' (0~3) now show 

Y~l = Y:1 = 0 <=> U12 = ell' t\, U13 = es' e1 • (3Ab) 

(0~3) is now 

(3.5) 

Equations (3.4b), (3.5) are the vorticity propagation 
equations (2.35b) (see Refs. 2, 3, 5, 11 for geometrical 
interpretation). Now suppose w = O. Then (3.4a) is 
identically satisfied. The vector e1 can be chosen 
arbitrarily on an initial surface Xo = const; and can 
then be propagated along the world lines of matter in 
such a way that (3.4b) holds. Thus, whether w is zero 
or not, the tetrad can be chosen so that (3.4a, b) holds. 
With these restrictions, the commutation relation of 
u and el is 

[u, ell = Y~lel' (3.6) 

which implies5 that the flow vector and vorticity 
vector are 2-surface forming. 

The vectors ell' ea are still arbitrary by a rotation 

e2' = cos Oe2 + sin (}es, 
. (3.7) 

e3, = -sin Oe2 + cos Oea, 
where (} is an arbitrary function O(Xi). We perform 
such a rotation, determining iJOjoxO by the condition 
that finally . 

Y~2 = 0 ¢> ell' ea = WI - U23' (3.4c) 

This leaves e2 , es still arbitrary by an initial rotation 
in a surface XO = const. 

The second coordinate specialization fits the co­
ordinates to the vector el' We choose an initial surface 
Xo = co, and within this surface relabel the particles 
by the transformation xo' = x O, Xl' = Xl, x 2' = X2'(XtT), 

x3' = X3'(XtT); x 2' and x3' are chosen so that e~ = t1 = 0 
holds within the hypersurface Xo = co. Applying the 
commutator (3.6) to the coordinate function x 2 and 
using (3.3a) shows: oo(eD = eiY~l; so e; = 0 at all 
later times, having been chosen zero initially. Similar 
results hold for x 3, so we obtain 

e~ = Ol(X2
) = 0, e~ = 01(X3

) = 0 (~.8a) 
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at all points; the vector el lies in the surfaces x 2 = 
const, xl' = const. Since X2, x3 are comoving coordi­
nates, this implies the resultll : vortex lines consist at 
all times of the same particles of matter. Next, a 
transformation xo' = xD + f(x V

), x a' = xa is used to 
set 4 = 0 in some surface xD = const: applying (3.6) 
to xD and using (3.3b) shows that 

(3.8b) 

holds at all points; the vector el lies everywhere in 
the surface Xo = const. 

The coordinate freedom remaining, that preserves 
(3.3), (3.8) is 

xo' = Xo + f(x2, XS), xl' = xl'(x\ x2, XS), 

x2' = X 2'(X2, xs), xS' = X S'(x2, XS). (3.9) 

The inverse transformations Xi = Xi(Xi') have the 
same form as (3.9). 

The third tetrad step is a rotation (3.7) which 
preserves (3.4c), where the value of o()/oxl is chosen 
by the condition: Y~2 is set zero in a surface xD = 
const. The Jacobiidentity (oi2) is 

OO(Y~2) = Y~2(Y~1 + Y~2 - Yo:), 

so we obtain everywhere 

Y~2 = O. (3.10) 

This choice makes es hypersurface-orthogonal,· as 
Y~l = Y~2 = Y~2 = 0 => the vectors (eo, el , e2) are 
hypersurface-forming. 

The third coordinate step is to fit the coordinates 
to e2, es . We choose the surfaces orthogonal to e3 as 
the surfaces x 3 = const; this defines x 3 up to trans­
formations x3' = X3'(X3). Then, in addition to (3.3a), 
(3.8a) we have 

(3.lla) 

A gauge transformation xo' = Xo + f(x2, x 3), x a' = xa 

can be used to set e~ = 0 in an initial 2-silrface Xo = 
const, Xl = const; then the commutators [eo, e2] and 
[el' ea] applied to Xo show that this holds at all points, 
so that 

(3.11b) 

The vector ea is then the vector at each point giving 
the spacelike direction in which the surfaces XO = 
const are not orthogonal to u. 

Using all the above restrictions on the e~ and ygc' 
(2.20), (2.26) show that 

Ua = CO2 = 0 => e~ = y(xa, xS)e: 

is the form of e~. If and only if co = 0, y~3 = Y~l = 
y~a = 0, and (el' e2 , es) form hypersurfaces orthog-

onal to u. Then a gauge transformation choosing these 
surfaces as the surfaces Xo = const determines Xo up 
to an additive constant, and puts Y(XS, x3) = O. 

This completes the specialization of tetrad and 
coordinates. The tetrad-coordinate relations (2.8) 
with restrictions (3.2b) are given explicitly in the 
Appendix [Eqs. (AI)]. The metric components gil 
[found from (2.17), (2.15)] are given in the Appendix 
[Eqs. (A2)]. As these have the form (3.2c), Theorem 
3.1 is proved. 

Substituting (AI) into (2.20), (2.21) gives explicitly 
the ygc in terms of the functions e:.; these are listed in 
the Appendix [Eq. (A3)]. When the restrictions (3.2a) 
on the ygC are taken into account, there remain 13 
nontrivial Jacobi identities (2.31); these and the 10 
field equations (2.29) are also given in the Appendix 
[Eqs. (A4)]. 

In using these equations, we need to know the 
remaining coordinate and the tetrad freedom that 
preserves the conditions (3.2a, b). 

We consider first the remaining tetrad freedom. 
u is defined uniquely as the timelike eigenvector of the 
Ricci tensor. If co ¢ 0, el is uniquely defined; if co = 0, 
there is complete freedom of choice of el in an initial 
surface Xo = const, the propagation of el along the 
world lines being determined by (3.4b). In either case, 
es and e3 are free by a rotation (3.7) that preserves 
(3.4c), (3.10). From (2.20), (2.21) these conditions are 
preserved if ()(x i ) obeys 

o()/oxo = (Y~2 - y~s) sin () cos () + y~3 sin2 
(), 

e~(o()/oxl) = (Y~2 - y~s) sin () cos () + y~3 sin2 
(), 

(3.12) 
so we choose arbitrarily 

()oCx2, XS) : = ()(eO, el, X2, x3) 

on some 2-surface XO = co, Xl = cl and then find 
()(Xi) from (3.12). 

The transformation properties of the y~c under this 
rotation are listed in the Appendix [Eqs. (A5)]. It is 
clear that the scalar invariants, 

co = -ly~s, 0 = -y~l - y~2 - y~s, 

(j = U{(Y~I)2 + (Y~2)2 + (Y~s)2 
- Y~IY~2 - Y~2Y~S - Y~sY~l) 
+ i«Y~2)2 + (Y~3)2 + (Y~3)2)]t, (3.13) 

remain unchanged during this rotation. In addition, 
the following quantities remain invariant: 

(i) the expansion of the fluid in the el direction, 

(3.14a) 
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(ii) the area expansion of the fluid in the plane 
perpendicular to el , 

(3.14b) 

(iii) a measure of the shear in the plane perpen­
dicular to el' 

(Y~2 - Y~S)2 + (Y~S)2 = (82 - 8S)2 + 4(0'2S)2; 
(3.14c) 

(iv) a measure of how much el differs from being 
a shear eigenvector, 

!«Y~2)2 + (Y~S)2) = (0'12)2 + (0'13)2; (3.14d) 

(v) the magnitude of the spatial projection of 
the first curvature of el , 

(Y~I)2 + (Y~I)2 = (e2 • Vlel)2 + (es ' Vlel)2; 

(3.14e) 

(vi) the invariant w-21jabCGuaWbWc'G if W :;I: 0, (if 
w = 0, the corresponding expression for el ) 

which is, up to a factor, 

(3.14f) 

(vii) the expansion in the rest space of u of the el 
lines as one travels along them: 

-(Y~2 + y~s) = es· V2el + es· VSel ; 
(3. 14g) 

(viii) the shear in the rest space of u of the el 
lines as one travels along them: 

(3.14h) 

In fact, (3.14a-d) => e and 0' are invariant; so in 
(3.13), only the invariance of w gives a condition not 
in (3.14). If the el vector is covariantly defined (e.g., 
if w :;I: 0) then all of the above quantities are scalar 
invariants of the curvature tensor. 

Under this rotation, the tetrad-coordinate relations 
(AI) are to be preserved; so the tetrad rotation must 
be accompanied by a coordinate transformation (3.9). 
As (3.lla, b) must be preserved, the following relations 
hold: 

I oxs
' ( I oxs

' S OXS') . el -2 cos () + es -;g + es -s sm () = 0, (3.15a) 
ox uX ox 

2 oj () ( I oj 8 ( Of)). () es -2 cos + es -s + es y + -3 sm = 0, 
ox ox ox 

(3.15b) 
which imply 

oxs' ( OJ) oj ox3' 
oxs Y + oxs = ox· ox3 . (3.15c) 

From (3.7), (3.9), and (AI), the way in which the e~ 
transform can be found; this is given in the Appendix 
[Eqs. (A6)]. It is convenient to consider this freedom 
of coordinates and tetrad in two parts. 

Lemma 3.2: The tetrad freedom preserving the 
conditions of Theorem 3.1 is a rotation (3.7) obeying 
(3.12). This must be accompanied by a coordinate 
transformation (3.9) satisfying the conditions (3.15); 
this transformation can be chosen to have the form 
xo' = Xo + f(x2, x3), Xl' = xl, Xl' = X2, x3' = 
X3'(X2, x3). The quantities (3.13), (3.14) are invariant 
under this rotation. 

In fact, given anyone of ()o , x3' or f as an arbitrary 
function of Xl, x3, the other two are determined (up 
to some initial conditions) by (3.15). Generally, one 
chooses ()o so as to simplify the ygc in a convenient 
way, and then determinesfand xS' from (3.15). 

Lemma 3.3: The coordinate freedom preserving 
the conditions of Theorem 3.1 for a given tetrad is 

xo' = Xo + fer), Xl' = XI'(X!, Xli, XS), 

Xl' = XI'(X2, XS), XS' = XS'(XS). (3.16) 

If w = ° and y is chosen zero, then f(xS) is a constant. 

This follows from (3.9, 15). These transformations 
can be used [according to (A6) with () = 0] to simplify 
the e~ in some convenient way, and hence [via (A2)] 
to simplify the gi1 • 

The transformation (3.16) can be choosen so that 
at one point (e.g., the origin of the coordinates) 

(3.17) 

which corresponds to the fact that, at a point, the 
metric can always be written in the special relativistic 
form. The field equations and Jacobi identities then 
determine over how large a submanifold this remains 
true. 

Many other coordinate and tetrad specializations 
different from those given here are clearly possible. 
However, the system described here is convenient 
in many applications. 

4. LOCALLY ROTATIONALLY SYMMETRIC 
DUSt 

The conditions (Ar), (B), and (C) defined below are 
possible symmetries of space-time: 

(Ar) At each point P in an open neighborhood U of 
a point Po, there exists a nondiscrete subgroup g of 
the Lorentz group iIi the tangent space Tp which 
leaves invariant the curvature tensor and all its 
covariant derivatives to the rth order. 
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(B) At each point P in an open neighborhood Vof 
a point Po, there exists a nondiscrete isotropy group. 
(C) There exists a local group of motions Gr in an 
open neighborhood W of a point Po which is 
multiply transitive on some q surface through each 
pointp of W(so r > q). 

Clearly (Ar) => (Ar- l ); it is known (see Refs. 22,28) 
that 

(C) => (B) => (Aoo). (4.1) 

In this section, we consider a dust-filled space-time in 
which (Aa) holds on some open set U; we say that the 
dust is locally rotationally symmetric29 in U. By (4.1), 
consideration of all cases of locally rotationally 
symmetric dust in U includes consideration of all 
dust-filled universes in which either (B) or (C) (for 
arbitrary r, q) hold in U. 

The vector ua and the density p are defined algebrai­
cally by Rao. Rab and its covariant derivatives (up to 
the 3rd) are invariant under g so ua, p, and their 
covariant derivatives (up to the 3rd) are also invari­
ant30 under g. Therefore, at each point p, g operates 
in the subspace of T'lJ orthogonal to ua

; g can thus be 
either a I-dimensional or a 3-dimensional group of 
rotations in T'lJ' We assume continuity of dimension 
ofg in U. 

If g is a 3-diinensional group of rotations, the 
situation is well understood (see Ref. 5). Then 

(AI) => ua;b is invariant under g, so: 00 = a = O. 
(4.2a) 

Now 

(4.2a) => [via (2.34, 33)] h!0.b = h!P.b = O. (4.2b) 

The 3-spaces orthogonal to ua have constant curva­
ture,·5 and the space-time in U is locally the same 
as a Friedmann world model. [This result follows 
already from the condition (AI); (4.2b) is also a direct 
consequence of the stronger condition (As).} 

We assume now that at least one of w, a is nonzero; 
then g is I-dimensional. 

Lemma 4.1: If an open set U contains locally 
rotationally symmetric dust with either W or a nonzero, 
then a coordinate and tetrad system satisfying the 
conditions of Theorem 3.1 can be found in an open 
neighborhood of any point in U. The tetrad vectors 

S8 R. P. Kerr, J. Math. Mech. 12, 33 (1963). For the theory of 
groups of motions in Riemannian spaces, see, e.g., L. P. Eisenhart, 
ContinMUS Groups of Transformations (Dover Publications, Inc., 
New York, 1961); and A. Petrov, Einstein-Raume (Akadamie­
Verlag, Berlin, 1964). 

U As there is rotational symmetry in the tangent space at each 
point in U, this is not the general case of axial symmetry about an 
axis. 

30 See, e.g., L. P. Eisenhart, Math. Ann. 36, 823 (1935). 

eo, el and the quantities (3.13), (3.14) are uniquely 
determined algebraically by the curvature tensor and 
its covariant derivatives (up to the 2nd order). 

Proof: Introduce an orthonormal tetrad with the 
timelike vector eo as the velocity vector u, and the 
vector el at each point as the axis of the rotation g; 
then g has the form (3.7). Rotational symmetry 
(AI) => w2 = wa = au = alS = O. The vector e1 is 
then uniquely defined throughout space-time as the 
direction of Wi, as a unique shear eigenvector, or both ; 
we have to show it satisfies the propagation equations 
(3.4b). Since u and e1 are covariantly defined, e1 : = 
VUel is covariantly defined; this vector [by (AJ] must 
be invariant under g, so es' el = es . e1 = O. Thus 
(3.4b) is satisfied, and the tetrad and coordinates may 
be chosen as in Sec. 3. 

Using this tetrad system, the local rotational sym­
metry implies strong restrictions on the y~c . Rotational 
symmetry (AI) of the expansion quadric shows 

al2 = ass = O'SI = 0, O2 = 0 s =: p. (4.3a) 

Defining oc : = 0 1 , oc and p are the expansions of the 
fluid in the el and perpendicular directions respectively. 
The vector Viel is covariantly defined, so 

(A2) => e2 • Viel = es • Viel = 0 <=> Y~l = 1';1 = O. 

(4.3b) 

The integral lines of el must have no "shear" (ela;b 

must be invariant under g), so 

1,2 - 0 '1/
2 - ya -' a rlS- , r12- 18-' • (4.3c) 

Finally, covariantly defined scalars must not determine 
any direction in the tangent space T'lJ perpendicular 
to u and el ; so 

(4. 3d) 

(A2) => 020C = oaoc, oaP = oaP, 0200 = OaW, (4.3e) 

(As) => oaO = osa, 02Y~2 = 03Y~S' (4.3f) 

.where we use the definitions 00: = iyg2' The con­
ditions (4.3) may be stated as follows: the invariants 
(3.14c, d, e, h) vanish; the invariants (3.14a, b, f, g) 
and (3.13) have equal derivatives in the ell' es 
directions. 

These restrictions on the ~c enable us to separate 
out three classes of solutions of the Jacobi identities 
and field equations. Restrictions (4.3) in equations 

(0!2)' (0!3)' (02), (03), (12), (13), (1;3) show: 

020C = osoc = oaP = oafJ = oaw = oaw 

= ola = oaa = 02yi. = 03Y~1 = 0; (4.4a) 



                                                                                                                                    

PRESSURE-FREE MATTER IN GENERAL RELATIVITY 1179 

then the (00) equation shows 

02P = osP = O. (4.4b) 

The commutator of the vectors e2 , es is 

[e2' es] = -2weo - Y;2el - Y;2e2 + Y;sea. (4.5) 

Applying this to w, 

oloaw) - 0a(02W) = 0 = -2woow - Y~20lW. 

Substituting in (0~3)' (1~3) which are: oow = -2{Jw, 

0lW = 2aw, we find that w ¥= 0 =>-

(4.6) 

If w = 0, then [e2, ea]Y~2 = 0 = - Y~20lY~2; so either 
Y~2 = 0 and (4.6) still holds, or Y~2 ¥= 0, OlY~2 = O. 

But (1~3) is: -alY~2 = 2wat - 2Y~2a; so the second 

case =>- a = 0, and (4.6) holds in all cases. 
To simplify later work, the coordinates and tetrad 

are specialized at this stage. Since Y~s = Y~a = Y~l = 0, 
e2 is hypersurface-orthogonal. Choosing these surfaces 
as the surfaces x2 = const, 

oa(x2) = e~ = O. (4.7a) 

Since Y~2 = 0, we can choose Xl so that 

e~ = a2(xl) = o. (4.7b) 

The remaining coordinate freedom (if the tetrad is 
left invariant) is 

xO' = XO + j(x3) , Xl' = XI'(XI, XS), 

x2' = X2'(X2), x3' = X3'(X3). (4.8) 

The tetrad freedom can be used to set Y52 = 0 on a 
2-surface XO = co, Xl = cl ; and to set 03(Y~3) = 0 on 
a line XO = co, Xl = cl, x2 = c2 in the 2-surface. Since 

eq~ations (0;3)' (31) are: OO(Y~2) = -(JY=2' Ol(Y~2) = 
aY32 , 

this choice =>- Y~2 = 0 (4.9a) 

holds everywhere. (0;2) and (0;2) are: aO(Y~3) = 
- (JY~a' Ol(Y~a) = aY~a' The (22) equation =>- 03(02Y~3) = 
2Y~a03Y~3' These equations and the commutation 
relations, together with (4.6), show: 

oo(oaY:a) = -2{JOaY~3' Ol(OaY:a) = 2aoaY:a, 

02(OaY~3) = 3Y~sosY~a. 
Therefore, 

this tetrad choice also =>- 03Y~a = 0 (4.9b) 

holds everywhere. The tetrad is now almost completely 
determined; the remaining freedom (we may choose 

(J and Y~s arbitrarily at one point) is left open, to be 
determined later by the choice of coordinates. The 
commutator (4.5) is now applied to (J; oo{J is found 
from combination of equations (00) + (II) - (22) -
(33); and 01{J is found from (01). Using (4.6), we obtain 

w[ -A + 02Y~3 - (Y=s)2 + w2 
- a2 

- !(Y~2)2 + {J2 + 2oc{J] = O. (4. lOa) 

The commutator (4.5) can also be applied to a; where 

ooa is found from (072) and (01), while ola is found 

from the combination of equations (00) + (II) + 
(22) + (33). Using (4.6), we obtain 

Y~2[P + A - 02Y~S + (Y:S)2 + a2 - w2 

+ i(Y~2)2 - {J2 - 2oc{J] = o. (4. lOb) 
From (4.IOa, b), 

P ¥= 0 =>- WY~2 = O. (4.11) 
Also 

and 
(01), (4.11) =>- al{J = a({J - at), (4.13) 

Equations (4.6), (4.11), (4.12), and (4.13) show that 
three types of solutions are possible: 

Case I: w ¥= 0 =>- Y~2 = {J = IX = O. 

Case II: w = Y~2 = O. 

Case III: w = 0, Y~2 ¥= 0 =>- a = 0 = OIIX = al{J = 
OlY~2' 

[The commutator (4.5) applied to IX =>- OlOC = 0 in 
Case III.] 

Theorem 4.2: If dust (p ¥= 0) is locally rotationally 
symmetric in an open set U with w ¥= 0 in U, then 
o = (J = 0 in U, and ui is a Killing vector. 

This is similar to a result of GOdel's,3 proved under the 
assumption of homogeneous spatial 3-sections. 

The coordinates are now specialized further in each 
of these cases, using the freedom (4.8), and then the 
field equations are examined in each case. 

Case I: a, w and Y~a are the only nonzero y~c . Then 

(O~l)' (0;1)' (0~2) =>-ooa = oow = 00Y:3 = O. 
Surfaces Xl = const can be chosen (as Y~2 = 0 <=> w 
is hyper surface orthogonal) orthogonal to e1 , leaving 
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Xl free by Xl' = Xl' (Xl); then 

e~ = O. (4. 14a) 
Now 

Y~l = Y~l = Y~l = 0 => e~ = e~(xl); 
the remaining freedom of Xl can be used to set 

e~ = 1. (4. 14b) 

Y~2 = 1':2 = 02(Y~2) = 0 => e~ = B(XI)f~(X2); 
the freedom of x 2 can be used to set f~ = I, so 

Y~3 = 0, Y~2 = Y~3' 

031':3 = 0 => e: = B(xl)f(x2)f:(X3), 

so suitable choice of x3 => 

Finally, 
w = W(XI) => W = cB2(XI), 

(4. 14c) 

(4.14d) 

The freedom of Xl can be used to set f~ = I; then 

e~ = A(xO). 

Y~2 = Y~2(XI), 

Y~2 = 1':2 = 0 => e: = B(x°)f:(x
2
); 

we choose x 2 so that 

e~ = B(xO). 

(4.16b) 

(4. 16c) 

Y~2 = Y~3' Y~3 = 031':3 = 0 => e: = B(xO)f(x
2
)f;(X

3
); 

we choose x 3 to set 

e: = B(xO)f(x2). (4.16d) 

Y~3 = Y~l = 0, 

Y~2 = Y~2(XO) => e~ = B(xO)f(x2)h(x2, x3), (4. 16e) 

where 
I _ 2C B2(XO) 

1'32 - A(xO)' (4.16f) 

(C is a constant). 

oy(x2, x3) 2c 
ox2 = - f(x2) , (4. 14e) In all three cases, we obtain the coordinate tetrad 

where c is a constant, 

Case II: ot, (3, a, and Y~3 are nonzero in this case. 
As w = Y~2 = 0, Xo and Xl can be chosen so that 

y = e~ = 0, (4.15a) 

leaving Xl free by Xl' = XI'(XI); Xo determined up to 
an additive constant. 

02Y~1 = 03Y~1 = Y~l = Y~l = 0 => e~ = A(xO, Xl). 

02Y~2 = 03Y~2 = Y!2 = 02Y~2 = 0 => 

e2
2 = B(xO, xl )f:(x2), 

and we choose x 2 so that 

(4. 15b) 

e; = B(xO, Xl). (4.15c) 

Y~2 = Y~3' Y~2 = Y~3 => e: = B(xO, x 1)f(x2)f:(X3); 

the freedom of x 3 is used to set 

Case III: ot, {3, Y~2' and Y~3 are nonzero. 

w = 0 => we can choose y = 0, 

(4.15d) 

(4.16a) 

which determines XO (up to a constant); then ot = ot(XO), 
(3 = (3(XO), Y~2 = yMxO). 

Y~l = Y~I(XO), Y~l = 0 => e~ = A(xO)n(x\ x3
). 

relations in the form 

eo = %xo, el = A(xO, XI)(O/OXI), 

e2 = B(xo, XI)(0/OX2), 

e3 = B(xO, x1)f(x2)[Y(X2, x3)(0/OXO) (4.17) 

+ hex!, x3)(0/OXI) + 0/ox3
]. 

It is possible now to determine f, y, and h for all cases. 

Equation (4.17) => 

1':3 = B(xO, x l )0/ox2[logf(x2)]. (4.18) 

Since (22), (33) show [on using (4.4a, b)] that the 
left-hand side is only a function of xO, Xl in all cases, 
it follows from (4.18) that 

021':3 - (1':3)2 = B2(XO, xl)K, 

where K = const, 

(4.19) 

[d2t/d(X2)2] + Kt = 0, t(x2): = 1/!(X2). (4,20) 

The value of K determines t(x2), and so f(x2); however, 
there is considerable freedom of choice as to the exact 
form of t(x2). Part of this freedom is the final freedom 
of choice of the tetrad (Y~3 may be chosen arbitrarily 
at one point) and part corresponds to the different 
ways of' fitting together the coordinates and tetrad. 
The biggest dichotomy here is whether at the origin 
the coordinates are regular [e.g., (3.17) holds] or 
singular [e.g., f = 0 or t = 0]. Having chosen t, then 
(4.14e), (4.16f) determine y, h from the constants 
c, C. 
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Typical choicessl are: 

Regular coordinates: 

~ -2c 1 
K > 0: t = cos (K"-xll

), Y = Kl sin (K"-xl
), 

-2C 1 z 
h = -!- sin (K x ), 

K 

K = 0: t = 1, Y = -2exl, h = _2CX2, 

1 -2e 1 K <0: t = cosh [( -K) Xl], Y = --lsinh [( -K) Xl], 
(-K) 

or 

(4.21a) 
-2C 1 

h = --! sinh [( - K) x2j, 
(-K) 

1 2 -2c 1 2 t = exp [(-K) x], Y = --lexp [(-K) x], 
(-K) 

h = -2C
l 

exp [( _K)lx2]. 
(-K) 

Singular eoordinates: 

K > 0 '. t . (Kl 2) 2c (Kl I) = S10 x, Y = ! cos x, 
K 

2C ! h = -l cos (K Xli), 
K 

(4.21b) 

K = 0: t = Xli, Y = _e(x2)2, h = _C(X2)2, 

K < 0: t = sinh [( _K)lxll], 

-2e 1 2 -2C 1 II Y=--lcosh[(-K) x ],h=--tcosh[(-K) x]. 
(-K) (-K) 

Theorem 4.3: If dust in an open set U is locally 
rotationally symmetric, a coordinate system may be 
found in an open neighborhood of any point in U 
for which the metric form is 

Q = _(dxO)2 + XS(xo, xl)(dxl)lI + Y2(XO, Xl) 

x [(dxll)2 + t2(xll)(dxll)lI] + y(x2) 

X [2 dxO - Y(Xll) dxll] dxs - X2(xO, x l )h(x2) 

x [2 dx1 - h(x2) dxll] dxll. (4.22a) 

The functions t, y, and h are determined by the con­
stants K, c, and C, respectively, typical choices being 
given in (4.21). Coordinates may be chosen as follows 
in the three types of solution that occur: Case I, 
X= 1, Y= Y(XI), C = 0; Case II, c = C = 0; 
Case III, X = X(xO), Y = Y(xO), e = O. 

11 Somewhat different coordinates could have been found by 
very similar procedures if we had set 1"18' a.yl. zero instead of 
,,: •. a.rl8· 

Proof' If either £0 or (f is nonzero, then the coordi­
nate and tetrad relations (4.17) show [via (A2)] that 
the metric has the form (4.22), on using the definitions 

t(x2) : = [J(X2)]-I, X(xO, Xl) : = [A(xO, Xl)]-l, 

Y(xO, Xl) : = [B(xO, Xl)]-l. (4.22b) 

If £0 = (f = 0, we have a local Friedmann world 
model and coordinates can be chosen as in Case II 
[see (4.36)]. 

We now examine the field equations in each of the 
three cases. 

Case f: Using the coordinate and tetrad (4.17), the 
Jacobi identities are all satisfied. The remaining field 
equations are 

tP = A + 2£02
, 

ola = all + £02 + A, 

o = A - 02Y:S + (Y:S)2 + a2 - £02, 

(4.23a) 

(4.23b) 

(4.23c) 

where a = -%xl[log Y(Xl)]. Equations (4.23b, c) 
are differential equations for B, while (4.23a) defines 
p. Two sets of solutions arise: 

Case fa: This is the exceptional case in which 
a = 0 ~ oY/oxl = 0; then we choose Y = I. This 
is the only spatially homogeneous solution of type II, 
and is Godel's solution.9 .The field equations are 

tP = WI = -A = cll = -iK> 0 (4.24) 

relating the constants A, e, and K to p and £0 (also 
constants now). The space-time is invariant under a 
multiply-transitive GI). of motions. 

Case Ib: is the case a :;6 0 ~ 0 Y/ox1 :;6 O. Then 
(4.23c) is a first integral of(4.23b). We can solve (4.23c) 
to get: 

A = 0, .K = 0: yll = 1 + 2ex!, (4.25a) 

A = 0, K:;6 0: y2 = I~I {[(e2 + K)l + KXl]2 - ell}, 

(4.25b) 
A>O: 

y2 = 2~ [(K2 + 4c2A)l sin (2(A)lxl) + K], (4.25c) 

A<O: 
y! = t exp (-( -A)!x1

) 

X {[eXP (2(-A)lX
1

) + 2~r+ ~}. (4.25d) 

£0 and p [from (4.14e), (4.23a)] are both infinite if Y 
is zero. In (4.25a, b) £0 and p --+ 00 for a finite value 
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of Xl. In (4.25c), having chosen a possible range for 
xl, eo and p become infinite at both ends of the range 
of Xl. In (4.25d), p and eo are finite for all Xl if 
[(Z/4( - A) > Cll. However, as Xl ~ ± 00, y2 ~ 00. 

So [from (4.23a)] there exist finite values of Xl for 
which p = 0; for values of Xl outside these bounds, 
p < 0 (as A < 0, IAI > 2eo2 for these values). Thus, 
of all solutions with eo =;I: 0, only Godel's solution has 
finite positive density of matter for all coordinate 
values. It is also the only solution in which P is 
constant along the vortex lines. 

Each of the "space-times" in Case Ib is invariant 
under a G, of motions multiply transitive in the 3-
surfaces Xl = const. 

Case II: This is a generalization of the cases 
examined by Bondi8 and Kantowski and Sachs.16 
With coordinates (4.17), (4.22) 

ex = %x' log X, {J = o/axO log Y, 

and a = (-l/X)a/axl (log Y). (4.26) 

The conservation equations and (0;1) are 

ooa = -a{J, aop = - p(ex + 2{J), (4.27) 

which may be integrated, using (4.4a, b) to give 

a = y-l(x',Xl)ao<x1), P = X-l(XO, Xl) y-2(XO, Xl)PO(Xl). 

(4.28) 
The field equations still to be satisfied are32 

2ao{J = A - 021':3 + (1':3)2 + a2 - 3{J2, (4.29a) 

2ala = A + p - 021'=3 + (1':3)2 - 2{Jex - {J2 + 3a2
, 

(4.29b) 

00ex + lOofJ = A - !p - 2{J2 - ex2
• (4.29c) 

Integration now splits into two cases, depending on 
whether a = 0 or a =;I: o. 

Case lIa: a =;I: 0 <=> (a Y/ axl ) =;I: O. From (4.26), 
(4.28), 

X(XO, Xl) = __ 1_ ay(xO, Xl) . (4.30) 
ao(xl) axl 

Case lIai: This exceptional case occurs if a y/axo = 
o <=> (J = O. Then (4.30) => X = X(x l ) => ex = 0, so 
we have a Friedmann universe with no expansion; 
X can be renormalized to 1. Now (4.29a, c) can be 
solved to give 

A = ip, X = 1, Y = cos [(ip)lxl], K = ip > 0, 

(4.31) 

II Bondi gives these equations in Ref. 8 [see his Appendix, Eq. 
(S») for the case K = 1. The full set (4.29) are obtained from his 
equations on replacing (1 + yt) by (K + yt). 

and (4.29b) is satisfied. This is the Einstein static 
universe; space-time is invariant under a multiply 
transitive G7 of motions. 

Case lIaii: In this case oB/axO =;I: 0 <=> (J =;I: o. 
Equation (4.29c) is identically satisfied as a conse­
quence of the other equations. Bondi8 integrated the 
case in which K = 1. Following Bondi, (4.29a) may 
be integrated, giving 

k(xl
) y2(XO, Xl) = a~(xl) - K + lAy2 - y; (4.32a) 

then 

(4.29b) => (Xl) = __ 1_ ak(x
l

) (4.32b) 
Po (l):::!l' ao x uX 

ao and k are arbitrary functions of Xl such that 
Po > o. On an initial surface XO = CO = const, we 
may specify the expansions ex, (J and the density p as 
functions of Xl, and then determine Y(eO, Xl), Y(eO, Xl), 
and k(xl ) from the values of Yand k at a point on the 
surface. The values ex, (J, p are arbitrary except for 
two conditions: (i) ex(eO, Xl) = {J(eO, Xl)<=> {J(eO, Xl) = 
const, by (4.13); this is the case of a Friedmann solu­
tion, see below; (ii) aoCxl) is found from (4.32a); the 
values chosen must make ao real. 

With such values, (4.32a) determines the time­
development of Y-this is Friedmann's equation, cf. 
(4.34a)-(4.30) determines X, and (4.28), (4.32b) 
determine a, p. 

Generally, the space-time is invariant under a group 
of motions G3 multiply transitive on the 2-surfaces 
XO = const, Xl = const. Farnsworth33 has found a 
dust-filled space-time invariant under a G4 multiply 
transitive on 3-surfaces not orthogonal to ua, in which 
eo = 0, (1 =;I: 0, e =;I: 0; so that although the solution 
may have homogeneous space sections, it does not 
appear homogeneous to observers moving with 4-
velocity uG

• This solution is a solution of type lIaii, 
with greater symmetry than the general case. 

To obtain this solution, Case lIaiii, we assume 
there is a Killing vector Z = zia/oxi , where at least 
one ofZo, Zl is not zero. We can then choose Xl so that 
ZO = ),,0 = const, Zl = ),,1 = const. If ),,0 = 0, we 
have the Friedmann world models, and if ),,1 = 0, we 
have Case lIai, so we now assume )"0),,1 =;I: O. We find 
that such a solution is possible, if Y = exp (yxO)Z(s), 
s : = )"lXO - ),,0Xl; ao(xl ) = )" exp [()"O/)"l)Xl], k(xl ) = 
-()",u),,1/3y),,0) exp [3y(),,0/),,1)]; 1', )", ,u are nonzero 
constants; and K = O. The function Z(s) is then 
determined by (4.32a). Note that by the arbitrariness 
in the choice of ),,0, ),,1 the surface of homogeneity can 

18 D. Farnsworth (private communication). 
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initially be chosen spacelike, null or timelike; the 
development of these surfaces is determined by IX. 

It is interesting to see how the solutions IIaii relate 
to the Friedmann (Robertson-Walker) solutions. With 
the extra condition CI = 0 <=> IX = p, (4.30) shows 
that Xl can be chosen to set 

(4.33a) 
where 

ao = - oZjoxl, Po = (okjoxl)(oZjoXI)-I. (4.33b) 

The metric then has the form 

Q = _(dXO)2 + X2(XO) 

X {(dXI)2 + Z2(XI)[(dx2)2 + t2(x2)(dx3)2]). 

Substituting (4.33a) into (4.32a) and separating out 
equations in XO and Xl, we find 

X2 -lAX2 -l(MjX) - E = 0, (4.34a) 

k(xl) = lMZ3, (OZjoXI)2 - K = EZ2, (4.34b) 

where M, E are constants; (4.33b), (4.28) => 
P = MjX3, so P = p(XO), M > 0, X obeys Friedmann's 
equation (4.34a),12.17.18 while Z is obtained from 
(4.34b). The general solutions for Z are: 

E > 0: Z = Al exp (E!XI) + A2 exp ( - E!xl), 

K = -4AIA2E, (4.35a) 

E = 0: Z = AIXI + A2 (AI;l: 0), K = (AI)2, 
(4.35b) 

E < 0: Z = Al sin [( _E)!XI] + A2 cos [( -E)ixl], 

K = -E{(AI)2 + (A2)2}, (4.35c) 

where AI' A2 are constants. The ratio Alj A2 can be 
altered by changing the origin of xl, while (AI? + (A2)2 
can be altered by changing the normalization of Z. 
We can choose AI' A2 to obtain solutions 

E> 0: Z = sinh (E!XI), K = E, t = sin (E!x2), 

or 
(4.36a) 

Z = cosh (Eixl), K = -E, t = sinh (Eix2), 

(4.36b) 

E = 0: Z = Xl K= 1, t = sinx2, (4.36c) 

E < 0: Z = sin [(-E)ixl ], K = -E, 

or 
t = sin [(_E)!X2], (4.36d) 

Z = cos [( -E)ixl], K = -E, 

t = sin [( -E)!x2], (4. 36e) 

where the contrast between the paii~ (4.36a, b) and 
(4.36d, e) is interesting. All Friedmann solutions are 

obtained, as we have solutions for E > 0, E = 0, 
and E < O. Each of these solutions is invariant under 
a G6 of motions multiply transitive in the surfaces 
XO = con st. 

Case IIb: a = 0 <=> B = B(xO). Now P = P(xO); 
however, IX and p may still be functions of Xl as well 
as xO. Equation (4.29a) may be integrated as before; 
(4.32a) holds with ao = 0 and k(xl) = k, a constant. 
Equation (4.29b) can be integrated, and then (4.29c) 
is identically satisfied. 

Case IIbi: K;I: O. (We consider here only A = 0.) 
The equations have been integrated by Kantowski 
and Sachsl6 for the case X = X(XO). When X = 
(XO, Xl), the same integrations may be used; the only 
difference34 now is that the constant occurring in the 
integration of X (b in Ref. 16) is now an arbitrary 
function of Xl. The general solution admits a multiply 
transitive G3 acting on the 2-surfaces XO = const, 
Xl = const; when X = X(XO) , we have the cases 
investigated by Kantowski and Sachs, admitting a 
group G4 multiply transitive on the 3-surfaces XO = 
const. 

Case IIbii: When K = 0 (we consider only A = 0) 
there occurs an exceptional case 

X = Y = (xo)i. (4.37) 

This is the Einstein-de Sitter world model invariant 
under a G6 of motions multiply transitive on the 
surfaces XO = const. 

Case IIbiii: The general case K = 0, A = 0 has 
solution 

X = [1 + C(xl)](xo)-i, 

y = (xo)i, (4.38) 

where C(xl) is an arbitrary function of Xl; in this case, 

2 1 2C(x l )xO - 1 
fJ = 3xo' IX = 3xo 1 + ceXI)XO . 

In general, this is invariant under a group G3 multiply 
transitive on the 2-surfaces XO = co, Xl = cl. If C(XI) 
is constant, the space is invariant under a G4 multiply 
transitive in the 3-surfaces orthogonal to u. This is a 
special case of the Bianchi world model studied by 
Heckmann and Schi.ickingl1.~2 and by Raychaudhurill 

invariant under a simply transitive subgroup G3 of 
type I. 

Considering Case IIb with A possibly nonzero, there 
are no solutions with IX = 0 or fJ = 0; if (J = 0, we 

.84 This is clear from the equations (see Ref. 32): if y' = 0, then 
neither X' nor X' occur in the field equations, which are then Eqs. 
(4.39) with C = O. 
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obtain Friedmann models obeying (4. 34a) with 
X(xO) = Y(XO), K = E = O. The only solutions of 
type II with 0 = 0 are the solutions of Case IIai. If 
we consider solutions of Case lIb with larger groups 
of motions, three cases arise. We can choose the 
coordinate Xl so that there is a Killing vector Z = 
ZiO/OXi, ZO = AO, Zl = AI; Ai constant, not both zero. 
If Al = 0, there is no solution. If ;.0 = 0, we obtain the 
Kantowski-Sachs type models if K ~ 0, and Bianchi 
I models if K = 0 (in both cases, with A possibly 
nonzero). Finally, if AOAI ~ 0, we get the following. 

Case IIbiv: a solution with f3 = const, A = 3f32, 
K = 0, Y = exp (f3xO), X = Kl exp (f3xo + yxl) + 
Ka exp {-(f3xo + yxl)}, y = -f3Ao/AI, where y, K. are 
nonzero constants, KIKa> O. Then P = 2f3(oc - f3), 
which becomes infinite for finite values of Xl. The ratio 
f3/y determines (at a point) the nature of the surface 
of transitivity of the group G,; this surface may be 
timelike, spacelike, or null. 

Case III: The space-time has homogeneous space­
sections; it is invariant under a G, multiply transitive 
in the surface xO = const. There exists at least one 
simply transitive subgroup Ga in these surfaces, and 
so these spaces are particular models of the type 
investigated by Heckmann and Schiicking,u·12 The 
remaining equations are 

(4.39a) 

(4.39c) 

where P = PO/XY2; Po, K, and C are constants; and 
X = X(XO), Y = Y(XO). If C were zero, the solution 
would be of type II, these then being the equations 
integrated by Kantowski and Sachs (K ~ 0) and, e.g., 
by Heckmann and Schucking (K = 0); analytic solu­
tions of these equations for Case III (i.e., C ~ 0) have 
not yet been found. The case K > 0 has been investi­
gated extensively by Behr14; the Ga is of type IX. The 
case K = 0 has been examined by Farnsworth33 ; the 
G3 is of type II. If K < 0, the Gs is of type VIII. 

If (1 = 0 we obtain X(XO) = Y(XO) by suitable choice 
of coordinates. These Friedmann models obey (4. 34a) 
with E = - C2 and K = 4Ca, and are given in a new 
coordinate system. If 0 = 0, then (1 = 0 and we have 
solution IIai in new coordinates. The coordinates can 
be chosen so that X = Y = 1; the field equations are 
p = 2A = 2ca = iK. This is the only solution III in 
which either oc or f3 is zero. 

On examining these classes of solutions, we see that 
in each case the space-time obeying (As) is invariant 
under a multiply transitive group of motions: so 
(As) => (C). 

Theorem 4.4: For dust, the symmetry conditions 
(A3), (D), (C) are equivalent. 

The set of dust solutions obeying these conditions 
are the solutions of Cases I, II, III above. In fact, for 
the general solutions the vectors eo, el are uniquely 
defined. Thus a Killing vector Z (since it preserves the 
tetrad orthogonality conditions) must obey 

[Z, eo] = 0, [Z, ell = 0, [Z, ea] = b(xi)ea, 

[Z, ea] = -b(xi)es, (4.40) 

which are equivalent to Killing's equations. The 
solution of these equations for the tetrad (4.17) with 
the coordinates chosen according to (4.21b) is given 
in the Appendix, Eq. (A 7). The multiply transitive 
groups contain subgroups simply transitive on their 
surfaces of transitivity in all cases except the general 
solutions of Cases IIai and IIbi, K > 0, and the 
special solutions integrated by Kantowski and Sachs, 
of IIbi, K> O. 

5. SHEAR-FREE DUST 

Shear-free motion of dust, which we study in this 
section, is of interest for several reasons. First, a 
theorem of Godel states: if a dust-filled world model 
has homogeneous space sections and 0 ~ 0, then 
(1 = 0 => w = O. (A proof of this theorem has been 
given by Schiickinglo.) One would like to know: under 
what more general conditions does such a result hold? 

Second, the equations governing the behavior of a 
timelike congruence of geodesics are very similar to 
the equations of a congruence of nuJI geodesics35 : in 
each case, the vorticity and expansion propagation 
equations contain, apart from terms in the expansion, 
shear and vorticity, only terms in the Ricci tensor; 
but the shear propagation equations contain com­
ponents of the Weyl tensor. Roughly speaking, "news" 
comes into the congruence via the shear induced by 
the Weyl tensor; the shear drives the other equations. 

The Goldberg-Sachs theorem36 shows that the set 
of empty-space solutions containing shear-free con­
gruences of null geodesics is severely restricted: the 
Weyl tensor has to be algebraically special. To what 
extent does the existence of a shear-free congruence 

3. Compare Ref. Sand J. Ehlers and R. Sachs, AbhandI. Math. 
Naturw. KI., Mainz Akad. Wiss. Lit. I, (1961). In the case of a 
timelike congruence, equations relating dab to Eoo may be obtained 
by the methods used in Ref. S. 

86 J. Goldberg and R. Sachs, Acta. Phys. Polon. 11, J 3 (1962); 
also Refs. 19, 25. 
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of world-lines of dust imply restrictions on the space­
time? In each case, no "news" comes into the 
congruence. 

Suppose that dust moves without shear in some 
open set W within which coordinates and a tetrad may 
be chosen as in Theorem 3.1. Then the ygc are re­
stricted by 

Using these conditions, the Jacobi identities and field 
equations give a set of time-derivative equations: 

(0~3) => oow = 2woc, (5.2a) 

(5.2b) 

constraint equations: 

cI> := 2oc2 + iw2 
- iA- ip, (5.4a) 

cI> = -01(Y~2) - 01(Y~3) - 02(Y~1) - 03(Y~1) 
+ (Y~2)2 + (Y~3)2 + (Y~1)2 + (Y~1)2 + Y~lY:S 
+ Y~lY:2 - 1(Y~2)2 - (Y~3)2), (5.4b) 

cI> = - 202(y:s) - 20S(Y:2) + 2(Y:s)2 + 2(Y:2)2 

- 4w
2 + (Y~2 - Y~3)(!Y~2 + tY~3) + 2Y~2Y~3' 

(5.4c) 

o = 02(Y~1) - Oa(Y~l) + 01(Y~2) - Ol(Y~S) - (Y~1)2 

+ (Y~1)2 - (Y~2)2 + (Y~a)2 - Y:2Y~1 + Y:aY~l 
+ y;aCY~3 - Y~2)' (5.4d) 

There remain 6 further constraint equations. 
By Eq. (5.1), 

(5.5) 
(0~2) => OOY~l = -OCY~l + t 03W - tWY~l> 

(0;3) => 00Y:2 = -OCY:2 - t 02W + tWY~l' (5.2c) Using these commutation relations, we can find the 
time derivatives of 02W and 0sw. Thus, 

(0;1) => 00Y~3 = -OCY~3 + tWY~2' (5.2d) 

(0;1) => 00Y~2 = -OCY~2 + tWY~2' (5.2e) 

(0;2) =>ooY:a = -ocY:a + t 03W - iWY~l' (5.2f) 

(0~3) => OOY~l = -OCY~l - t02W + tWY~l' (5.2g) 

(0~3)' (0;1) => 00Y~2 = -OCY~2' 
00Y~3 = -OCY~3' (5.2h) 

A 
(00) => oooc = _oc2 + iw2 + - - tp, (5.2i) 

3 

(2.7) => ooP = -3ocp. (5.2j) 

Further, we obtain equations which are constraint 
equations in a surface X O = const. First, 

(01) => OlOC = -tWY~2' 

(02) => 020C = - tosw + tWY~l' 
(03) => 030C = - t02W - tWY~l' 

( 0 ~2) => 01 W = W(Y~2 + Y~a)' 

(5.3a) 

(5.3b) 

(5.3c) 

(5.3d) 

Second, (11), (22), (33) each gives a value of oooc 
which may be used with (00) to obtain the following 

00(02W) = 02(00W) - OC02W 

= -3oc02w + wOsw - W2Y~l (5.6a) 

on using (5.2a), (5.3b); similarly, 

oo( oaw) = - 3ocoaw - w02w + W2Y~l' (5. 6b) 
From (5.2, 6) it is clear that, given the Y~c' 02W, oaw, 
and p at one point on a world line, we can find all 
these quantities at any other point on the world line. 
Similarly, we can find the propagation along the 
world line of any derivatives oe' .. Ogy~c of the ygc' 
This makes explicit the sense in which no "news" 
can come into the congruence if (J = O. 

The constraint equations must be preserved during 
the time development of the system. Is this condition 
automatically satisfied, or does it imply further con­
straints? Consider first Eq. (5.3a). Taking the time 
derivative of this equation, using methods similar to 
those used in deriving (5.6), we find 

OlP = 8W2(Y~2 + Y~a), (5.7a) 
which is a new constraint equation. Continuing in 
this way we obtain a series of further constrain.ts on 
w, oc, p, Y~2' and (Y~2 + Y~a)' These constraints are 

W[Y~2(P - ¥(2) + .lJiOCW(Yi2 + Y~3)] = 0, (5.7b) 

w2[12ocY~2w + (4w2 + 2A - P)(Yi2 + Y~a)] = 0, 
(5.7c) 

W2[WY~2(A - i(2) + OC(2W2 + A)(Y~2 + Y~3)] = 0, 
(5.7d) 

W2OC2(yi2 + Y~3)(A - 2(2) = 0, (5.7e) 

W3oc2(8ocw(yi2 + Y~3) + yMA - 2(2» = 0, (5.7f) 
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where the earlier equations have been used in simpli­
fying the later ones. Now suppose rxw ~ 0 at a point 
p. Then rxw ~ 0 on an open neighborhood U of p, 
(Ue: W): so (S.7e, f) => in U, 

Y~2 + Y~3 = 0 

and (S.2d, e) => in U, 

(S.8a) 

Y~2 = O. (S.8b) 

Next, consider the pair of equations (S.3b, c). These 
are conserved if 

02P = !W2Y~1 + 123 WOaW, 

OaP = !W2Y~1 + ¥WOaW. 

(S.9a) 

(S.9b) 

As in the last case, we obtain now a series of algebraic 
constraints; (S.9a,b) are preserved if 

(oaw - wY~1)(6p - 29w2) 

+ 2rxw(3wY~1 + 1302w) = 0, (S.9c) 

(02W - wY~1)(6p - 29w2) 

- 2rxw(3wY~1 + 1303w) = 0, (S.9d) 

and (S.9c, d) are preserved if 

rxw2(4Soaw - 61wY~1) + 2W(~W2 + ~ - .!p) 
336 

X (3WY~1 + 1302w) = 0, (S.ge) 

rxw2(4S02W - 61wY~1) - 2W(~W2 + ~ - .!p) 
336 

X (3WY~1 + 13oaw) = O. (S.9f) 

From the two pairs of equations (S.9c-f), 

(S.lO) 

Finally, consider the equations (S.4a, b, c). We can 
calculate 00«1> from each of these: (S.4a) => 

(S.lla) 
(S.4c) => 

00«1> = - 2rx«l> + 6rxw2 + WOlY~3 + 02WY~1 
- 03WY~1 + WYMY~l + Y~l)' (S.l1b) 

while (S.4b) gives a value of 00«1> consistent with these 
results. Combining the above results, rxw ~ 0 at 
p => rxw ~ 0 on an open neighborhood U of p => 
(S.8), (S.IO) hold in U => rxw = 0 in U by (S.l1), a 
contradiction. 

Theorem 5.1: In a dust-filled space-time, a = 0 on 
any open set U => w0 = 0 on U. 

The proof of this theorem does not depend on the 
condition P ~ 0; so this result holds also for a timelike 
congruence of geodesics in empty space-time. 

Theorem S.l shows that two cases arise for shear­
free dust. The first case is when a = 0, W = 0, and the 
model is locally a Friedmann world model (see Sec. 4). 
The second case is when a = 0, W ~ 0 => 0 = 0, U 

is a Killing vector, and space-time is stationary. This 
second case has been examined by various authors; 
in particular, Ehlers6 showed that all dust solutions 
of this type can be obtained by suitable conformal 
transformations from static empty-space solutions. 
In the present formalism, (S.l), (S.2) => 

OoY:c = 0, ooP = 0, [eo, ev1 = O. (S.12) 

Also, (S.3a) => 
Y~2 = 0, (S.13) 

which shows that Wi is hypersurface orthogonal (cf. 
Ref. 6). Therefore Xl can be chosen so that 

e~ = e~ = 0, 
while 0 = a = 0 => 

(S.14a) 

e! = e~(xV). (S.14b) 
The coordinate freedom which preserves these con­
ditions (with the tetrad invariant) is 

xo' = Xo + f(x3), xl' = Xl'(Xl), x2' = X2'(X2, x3), 

x3' = X 3'(X3). (S.14c) 
The field equations and the Jacobi identities yet to 

be satisfied can be split into equations determining 
propagation along the vortex lines (i.e., involving ( 1) 
and initial constraints in a 3-surface Xl = cl. Four of 
these constraint equations are 

02W = WY~l' 
03W = WY~l' 

P = 4w2 + 2A, 

«I> = -2(w2 + A). 

(S.ISa) 

(S.ISb) 

(S.ISc) 

(S.ISd) 
The initial constraints must be preserved under 
propagation in the el direction. Applying this con­
dition to (S.lS), there result the propagation equations 

Ol(Y~l) = 03(Y~2 + Y~3) + Y~3Y~1 - Y~2Y~1' (S.16a) 

Ol(Y~l) = 02(Y~2 + Y~3) - Y~3Y~1' (S.16b) 

OlP = 8W2(Y~2 + Y~3)' (S.16c) 

01«1> = _4w2(Y~a + Y~3)' (S.16d) 

Now, the el propagation of all the ygc's is known, 
all the remaining constraints are conserved under 
propagation along the vortex lines. We characterize 
some of the simplest solutions of these equations. 

Case A: P is constant in the hypersurfaces orthog­
onal to w~ <=> oaw = 0 = 03W, Then (S.lS) => 
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so that Wi is geodesic. Now, Eq. (23) is 

GI(Y~I) = 2Y~IY~2; 
the tetrad freedom may be used to set Y:I = 0 on a 
surface XO = co, Xl = cl ; and then 

Y:I = 0 (5.17b) 

holds everywhere. The coordinate x2 can then be 
chosen so that 

2 e3 = O. 

Equations (12), (13), (1;3) => 

so the case 

G3Y~2 = Y~2(Y~2 - Y~s), 

G2Y~3 = Y:3(Y~3 - Y~2) 

Y~2 = Y~3 =: a => G2a = Gaa = 0 

(S.17c) 

(S.18a) 

(S.18b) 

and all the conditions (4.3), (4.4) on the Y~c are satis­
fied. Thus, either the tetrad is uniquely determined by 
(S.17b) or we have Case I of Sec. 4. Now we consider 
if (S.17a, b) are preserved under propagation in 
the el direction. Using (S.l6a, b), (S.4b), and G2$ = 
Gs$ = 0 [which follows from (S.lSd)] => 

(Y~2 - Y~3)GaY~2 = 0 = (Y~2 - Y~3)G2Y~2' 
With (5.16), (5.18) this shows there are two types of 
solution: 

Case Ai: Y~2 = Y~s' This is Case I of Sec. 4 where 
the flow is locally rotationally symmetric, and the 
vortex tubes do not "shear". 

Case AU: 

Y~2 =F Y~a => Y~2 = Y:3 = 0; (S.19) 

and the vortex tubes "shear" along themselves. With 
(S.17), (S.19) the equations yet to be satisfied are (on 
eliminating $) (5.l5c), (5.3d), together with 

A - w
2 + Y~2Y~a = 0, 

GI(Y~2 + Y~a) = 4w2 + (Y~2 - Y~3)2, 

GI(Y~2 - Y~3) = (Y~2 + Y~S)(Y~2 - Y~3)' 

(5.20a) 

(S.20b) 

(S.20c) 

where (S.20a) is preserved under el propagation. From 
(S.20b), 

GIW = 0 <=> Y~2 + Y~a = 0 => W = 0 

so that, in the solutions of Case Aii , we must have 
Y~2 + Y~s =;t!= 0, i.e., GIW =F O. 

Coordinate specializations (S.14), (S.l7c) leave 
freedom 

xO' = XO + f(x3), Xl' = XI'(XI), x2' = X2'(X2), 

xS' = XS'(XS). 

Then (S.17a), (S.19) and 

Y~2 = Y~2(XI), Y~s = Y~3(XI) 

[which follow from (5.16), (S.18») show that the 
coordinates can be chosen so that 

e~ = 1, e: = e~(xl), e~ = e:(xl). (S.21) 

We write e~ = B(xl)F(xl), e: = B(xl)/F(xl). Then 
W = w(x l ) => 

W = CIB2(XI), Y = -2CIX2 

is a possible choice of y, and (S.20c) => 

(S.22a) 

Y~2 - Y~3 = 2C2B2(XI), (S.22b) 

where CI , C2 are constants. Now (S.20a) is a differ­
ential equation for B, (S.22b) is a differential equation 
for F, and (S.20b) is identically satisfied in consequence 
of the other equations. 

On comparing these equations with those of Case 
lb, Sec. 4, the differential equations for B are precisely 
the same on putting 

K = 0, c = [(CI)2 + (C2)2ll. (S.22c) 

The solutions for B are therefore (4.25) with K, c 
determined by (5.22c), where B = 11 Y. Then (S.22a) 
determines wand (5.15c) determines p; thus, the 
behavior of w, p is the same as in Case lb, Sec. 4 
(where K = 0); both become infinite for finite Xl 
values in all cases. Having found B, (5.22b) => 

F = exp [Cz S B2 (Xl) dxl). 

On using coordinates (S.21), (S.22a), the Killing 
vectors may easily be found for Case An from the 
condition that, for any Killing vector Z, [Z, ea) = 0 
(as the ea are uniquely defined). A basis of Killing 
vectors is 

so the space is invariant under a Gs simple transitive 
in the surfaces Xl = const. 

Theorem 5.2: If dust has locally (1 = 0, w =F 0, then 
p = const on the hypersurfaces normal to Wi <=> 
space-time is locally homogeneous on these surfaces. 
If in addition p is constant along the vortex lines, then 
space-time is locally homogeneous. 

The first part follows since it holds for both Cases Ai 
and AU; since GIW =F 0, in Case AU, the only case in 
which p, iWi = 0 is the homogeneous case of Case Ai, 
which (from Sec. 4) is GOdel's world model. Combining 
this theorem with Theorem 5.1, we get Theorem S;3. 
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Theorem 5.3: If there exist spacelike hypersurfaces, 
p = const in an open set U in which dust moves 
without shear, then space-time in U is locally either 
(i) a Friedmann universe or (ii) a Godel universe. 

This strengthens a theorem of GOdel,9 since it 
shows that, if locally (1 = 0 = 0 and p is spatially 
constant, then space-time is locally either (i) Einstein's 
static universe or (ii) Godel's universe. 

Case B: There exists a Killing vector independent 
of u in the 2-surfaces spanned by ut and Wi. 

This Killing vector has the form 

Z = ZO(o/OXO) + P(%xl ), Zl ¢ O. (S.23) 

As W is a scalar invariant, w, iZi = 0 => [via (S 12), 
(S.3d)] 

0IW = 0 <=> Y~2 + Y~3 = O. (S.24a) 

Then (S.16b) reads 

OlY~1 = - Y~3Y~1 , 
so we can use the freedom of rotation of ea , ea to set 
Y~1 = 0 in a surface xO = co, Xl = cl ; then 

Y~l = 0 <=> oaw = 0 

holds everywhere, and W = w(.x3). 

(S.24b) 

Case Bi: oaw = 0 ~ Y~l = 0 => W is spatially 
constant; this is Godel's world model, by Theorem S.3. 

Case Bii: oaw ¢ 0 <=> Y~l ¢ 0 => now the tetrad 
is uniquely covariantly defined at each point, ea is the 
direction orthogonal to the surfaces W = const. 

The coordinate transformations of the group of 
motions (produced by dragging along coordinates with 
the points) leave invariant the metric, and so preserve 
the form of the metric; these transformations there­
fore have the form (S.14c). The Killing vector (S.23) 
must then have the form37 of a vector field generating 
transformations (S.I4c), so Zo = ZO(.x3), Zl = Zl(Xl). 
The coordinate freedom of Xl can be used to set 
Zl = I; then 

Z = ZO(r)ojoxO + %xl. (S.2S) 

As the tetrad is now uniquely covariantly defined, 
Killing's equations may now be written as 

[Z, ea] = 0, (S.26a) 
which => 

e~ = eXx2
, XS). (5.26b) 

As Y~l is an invariant [by choice (S.24b) of the tetrad], 
(Y~l)' iZi = 0 => [on using (S.16a), (S.24a), (S.27a)] 

Y~2 = 0 = Y~s. (S.27b) 

The nonzero Y~c are w, Y~l and Y:2' By (S.24), (S.26), 
and (S.27) we can choose coordinates X2, x3 so that 

1_ l( 8) 2-0 3-1 el - el x , ea - , e3 - • (S.28a) 

Also, (1~3)' [(11) - (22) + (33)], and (S.ISd) show 

02Y~1 = 0 = oIY:a, (5.29) 

so that the remaining freedom Xl' = XI'(XI ) of Xl can 
be used to set 

e: = e:(xS
). (S.28b) 

The final coordinate freedom preserving the metric 
form after the specializations (5.28) is xo' = XO + f(x3), 

x"' = A"x" + c"(no sum; A", c" areconstants,A3 = 1); 
with the fact W = w(.x3), osw ¢ 0, and (5.26a) this 
shows that a general Killing vector has the form 

Z = ZO(.x3)(ojoxO) + AI(O/OXI) + A2(ojox2) 

(At, AI constants). 

From (5.26a), a basis of Killing vectors is %xO, 
ojoxl, and ZO(.x3)%xo + %xa, where ZO is found 
from w(.x3) and (5.26a). 

Theorem 5.4: If dust moves locally with (1 = 0, 
W ¢ 0 and there is a Killing vector independent of u 
in the 2-surfaces spanned by ui, Wi then space-time is 
locally invariant under either (i) an abelian Ga of 
motions simply transitive in timelike hypersurfaces, 
or (ii) a G5 of motions multiply transitive on space­
time. 

Case Bii is in fact the special solution of van 
Stockum,7 studied also by Lanczos and Wright; we 
would have found the same coordinates as Wright 
(up to the numbering) if we had chosen a tetrad with 
Y~l = 0 (and w, Y~l' ra2 ¢ 0) instead of Y~l = o. 

Case C: There exists a Killing vector, independent 
of u, in each 3-surface orthogonal to Wi. 

With coordinates (5.14), the coordinate freedom 
[the tetrad still being free by a rotation O(X2, xa)] is 

XO' = XO + f(x2, x3), Xl' = Xl'(Xl), xa' = X2'(X2, x3), 

XS' = X S'(x2, XS). 

Now (5.26b), (5.23) => 
a 0 3 Yl3 = = Y2a· 

The general form of a Killing vector is therefore 

(S.27a) Z = ZO(x2, x 3)(ojoxO) + Zl(Xl)(OX2) 

•• We follow methods used by R. P. Kerr. + ZZ(x2, r)(%xl) + ZS(x2, r)(%.x3) . 
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For the Killing vector considered, Zl = O. 
We may choose a 2-surface xO = co, Xl = cl and 

rotate ez, ea until at each point in this surface, 

Z . ea = 0 <=> za = 0; 
but then 

za = Za(x2, xl) => za = 0 

everywhere. The tetrad is now fixed, so the coordinate 
freedom is (5. 14c). We may set Z2 = 1 by suitable 
choice of X2; the Killing vector is then 

Z = ZO(xI)«(J/(JxO) + «(J/(Jx2). (5.30) 

As w is a scalar invariant, 

wHZ' = o=> (J2W = 0 = Y~l' (5.31) 

Case Ci: (Jaw = 0 = (Jaw <=> Y~l = Y~l = 0; this is 
the Case A above. 

Case Cii: (Jaw ¢ 0 <=> Y~l ¢ O. The tetrad is now 
uniquely defined; Killing's equations are therefore 
(5.26a), which => 

and so 
Y:a = 0, osY:c = O. 

From (5.l5b) and (Jaw ¢ 0, 

w(xl, x8
) = f(xl)el(x\ x~; 

we can use the freedom of Xl, xl to set 

(5.32a) 

(5.32b) 

case we have van Stockum's general solution7 in a 
different coordinate system. We could obtain van 
Stockum's type of coordinates [see Ref. 7, Eq. (3.2)] 
on choosing Y~l zero instead of Y~l . 

Special cases of integration occur in Case Ci, and in 
Case Ciii: 

(5.35) 

This can be seen as follows: apart from Case Ci 
[(%x8)(eD = 0 <=> Y~l = 0] the general integration· 
procedure may break down if (%x8)(e:) = 0, 
(%xl)(e:) = 0 or (%xl)(eBJ = O. If (%xa)(e~) = 0, i.e. 
Y=s = 0, then (31) => Y~s = O. But with (5.13), (5.31), 
and (5.32b) Y~2 = Y~a = 0 => W = 0 by (5.4), which 
is not allowed. If (%xl)(e~) = 0, i.e. Y~s = 0, then 

113 = 0 by (31), (1;3)' Finally, (%xl)(eBJ = O<=> 

Y~s = 0; conservation of this condition gives a new 
constraint equation [by (5.4)]; taking the 01 derivative 
of this equation three times, W ¢ 0 => Y~2 = 0 also. 

With condition (5.35), we can choose coordinates 
as before; now 

22(3) 83(3) e2 = ez x , e3 = e3 x 
and 

e: = cxl[(e:)2/e:]. 

One of the four equations is now identically satisfied; 
using the definitions A(x8) = (e~)-l, 

B(xS) = (e:)-\ 0/ox3 =:: " 

w=el=eM, (5.33a) the remaining equations are 

and can then choose y to be 

y = -2x2• (5.33b) 

Equation (5.33a) can be used to eliminate e~. Then 
(23) and (12) => 

2 _ (2\2 Y13 - c eaJ , (5.34a) 

where c is a constant; (5.34a) => we can choose 

e2 = ce3(f (e:)2 dXl). 
3 3 (e:ya (5.34b) 

On eliminating ~ four equations remain to be 
satisfied, namely, equations (5.4) and (31). We can 
regard two of these as propagation equations, and 
the other two as constraint equations; these are con­
served under the propagation (at least in the analytic 
case). We can specify e: and (%xl)(eBJ as arbitrary 
functions of xl, and specify e:, (%xl)(e:), and 
(%xl)(e:) arbitrarily at a point; then e: and e: are 
determined completely for any given values of the 
constants c and A. p is determined by (5.15c). 

If the constant c is zero, ea and el are 2-surface 
forming and eo, el' e3 are 3-surface forming. In this 

A" A,a 1 B2 - + - - -cll
- = -2ABs (5.36a) 

A AI 2 A' ' 

A'B' A'S + 1 1 2 B2 - + - -c - = -AB2 (5.36b) 
AB AS 4 A' ' 

A" A' B' B" B,g 1 3 B2 
-+--+---+-+~-=~. 
A A B B B2 A2 4 A' ' 

(5.36c) 

where (5.36b) is a first integral of the other two 
equations. [It is interesting to compare these equations 
with (4.39).] In Case Cii, there exist the Killing vectors 
%xO and (5.30); in Case CUi, there exists a third 
Killing vector 

%xl + ZO(x3)0/oxO + zacXS)%xz, 

where ZO, ZZ are found from (5.26a). ZO = ZZ = 0 if 
and only if c = 0; i.e., this Killing vector lies in the 
2-surface spanned by u' and w' (and so we have 
Case B) if and only if Y~a = c = O. 

Cases Ci and Ciii are thus special cases of integration 
of Cii. A convenient way of visualizing this is· as 
follows: excluding the case in which p (or w) is 
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spatially homogeneous, the vectors eo and ez lie at 
each point in the hypersurfaces p = const. In general 
(Case Cii) neither el nor e3 lie in these surfaces; if ea 
lies in these surfaces at each point (G3W = 0) then we 
have Case Ci (i.e., Case A); if el lies in these surfaces 
at each point (GlW = 0 <=> p, iWi = 0) we have (see 
proof below) Case CUi, which contains Case B as the 
subclass when Y~3 = o. Case I (rotational symmetry) 
is contained in Case A (i.e., Case Ci); and both 
Ci and CUi are special cases of van Stockum's general 
metric, since in both these cases Y~3 = O. 

To prove that GlW = 0 => Case CUi, we proceed as 
follows. We have Y~2 + Y~3 = o. Conservation of 
this condition gives a new constraint equation [see 
(5.4b)]; this constraint equation is preserved if 

Y~Z(203Y:l - 3(Y:l)2 + 2Y!lY:2) = o. 
If Y~2 ;!: 0, this gives an expression for 03Y~1 which 
can be substituted into (S.4b) to give 

If) = 2Y!lY:2 - t(Y~1)2 + 2(Y~2)2 + t(Y~3)2. 
Differentiating this twice in the es direction, we find 
that this is inconsistent with Yia ;!: 0; so 

0lW = O=> Y~2 = 0 = Y~s. 

6. CONCLUSION 

We have chosen a tetrad and coordinate system to 
describe any space-time containing dust, and then 
used this system to study the special cases of locally 
rotationally symmetric dust and shear-free dust. 

Solutions which are locally rotationally symmetric 
fall into the following cases: Case I: W ¢ 0, a = 
o = 0; space is homogeneous in the 3-surfaces 
orthogonal to Wi. Godel's world model is a special 
case of integration. Case IIa: Bondi's spherically 
symmetric solution and closely related solutions, 
o ¢ 0, a ¢ 0, W = 0, (with Einstein's static space­
time as a special case). The Friedmann world models 
are contained in this set (when a = 0). Case IIb: 
inhomogeneous generalizations of the Kantowski­
Sachs models and the Bianchi model invariant 
under a group Gs of type I; 0 ;!: 0, a;!: 0, ill = O. 
The Einstein-de Sitter space-time is a special case. 
Case III: spatially homogeneous (Bianchi) models, 
invariant under groups Ga of types II, VIII, IX, with 
o ¢ 0, a ¢ 0, W = O. In this case, two differential 
equations remain to be integrated. 

The condition oflocal rotational symmetry is a strong 
condition, as it implies the existence of a multiply tran­
sitive group of motions in every case. A similar 
strongly restrictive condition is that of isotropy about 
a point. Dust-filled spaces satisfying this condition 
(examined by BondiS) are those of type IIa, K> o. 

The existence of shear-free dust flows puts fairly 
strong restrictions on space-time: space is either con­
formally flat (a = W = 0) or stationary (a = 0 = 0). 
In the latter case there exist solutions38 in which the 
conformal tensor is of Type I, in contrast to the case 
of a vacuum null congruence. 

Three simple classes of solution (a = 0, w;!: 0) 
are examined. Case A solutions are those in which p 
is constant on the 3-surfaces orthogonal to Wi; Case 
Ai solutions are rotationally symmetric solutions 
(Case I), while Case AU are a family of different 
solutions in which p, ill have similar properties. In 
all these solutions, there is a simply transitive group 
of motions in the surfaces of constant density. Case 
B solutions are those in which there is a Killing 
vector in the 2-surfaces spanned by ui, Wi (as well as 
ui ); these are the special solutions of van Stockum 
plus Godel's world model. Case C solutions are those 
in which there is a Killing vector (other than u) in the 
3-surfaces orthogonal to Wi. Four differential equa­
tions remain to be integrated (two propagation 
equations and two constraint equations). These spaces 
are generalizations of the general solution of van 
Stockum; Cases A and B are special integrations of 
van Stockum's general solution, and so are special 
cases of Case C. 

Of the spaces listed above, Cases lb, IIb and AU 
are (as far as the author is aware) new examples of 
analytic exact solutions. None of the spaces described 
here have both nonzero expansion and rotation, so 
they are all too restricted to give information about 
the general behavior of dust. Known analytic exact 
solutions with nonzero shear and rotation (invariant 
under simply-transitive G,'sla and Gs's16) have no 
expansion, and so are also rather restricted. The 
simplest space-times found so far in which dust has 
general motion are the spatially homogeneous Bianchi 
solutions. a.l1.12.14 (It is interesting to note that sur­
prisingly many of the properties found for these 
models still hold if the restriction of homogeneity is 
removed.) However, no analytic solutions have yet 
been found with 0 and w nonzero. Without such 
solutions, the interaction of expansion, shear, and 
rotation in the exact field equations remain obscure. 
Table I summarizes the known dust solutions ad­
mitting groups of motions Gr , r ~ 2. 

The methods used in this paper are fairly standard 
tetrad methods; these have the usual advantage that, 
having introduced the rotation coefficients as auxil­
iary variables, the equations are first-order equations; 
and the accompanying disadvantage that a new set of 

18 1. Ehlers (private communication). 
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TABLE I. Dust solutions (p ;06 0) admitting groups G~ (r ~ 2).a 

Dimension s of minimum invariant varieties 

s=2 s=3 s=4 

Group G2 

Metrics all known (see 
Petrov, Ref. 28, pp. 195-
200); some models 

q = 0 studied; for models of 
type Ta see van 
Stockum, Ref. 7 and 
Case Cii. 

q=l 

q=3 

Group G3 

Type Sa: Case Ilm 
(Bondi-type); Case Ilbi, 
A ~ 0 (generalized 
Kantowski-Sachs) and 
Case Ilbiii, A ~ 0 
(generalized Bianchi I). 

none 

Group Gs 

In principle, all known 
(e.g., Petrov, Ref. 28, 
pp. 206-222) Type S3 
(Bianchi models) have 
been extensively investi­
gated (see Refs. 9, 11, 
12,14); for Type Ta 
examples see Ref. 6, 7, 
15 and Cases Au, 
Bii,Ciii. 

Group G, 
Type Ta: Case Ib 
(w ;06 0). Type Sa: Case 
Ill; Case Ilbi, A ~ 0 
(Kantowski-Sachs) and 
Case Ilbiii, A ~ 0 
(Bianchi I). Ta, Sa. or 
N a: Case IlaW (Farns­
worth) and Case Ilbiv. 

Group G. 
Type Sa: Friedmann 
models, 0 ;06 0 (Case 
Ila;i). 

Group G, 

All explicitly 
known (see 
Oszvath et al., 
Ref. 13); 
(a;06 0, w;06 0). 

Group G6 

GOdel world model 
(Ref. 9) (Case /a). 

Group G7 

Einstein static 
universe (Case lim}. 
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Group is simply 
transitive; Weyl 
tensor is not zero 
or Type N (Trumper, 
Szek:eres Ref. 39); 
either a ;06 0 or 
w;060,a=0=0. 

Group is multiply 
transitive, Weyl 
tensor is Type D, 
either a ;06 0, 0 ;06 0, 
<o=00rw;060, 
(1=0=0. 

Group is multiply 
transitive, Weyl 
tensor is zero, 
a=<o=O. 

a Dust so/utlons (p '" 0) admitting groups G, • r ~ 2. Dimension of minimum invariant varieties is s. isotropy group is of dimension q. so r = q + 8. As the vector 
u4 is invariant, q '" 2, q S; 3. If r = 1 or O. then q = O. For s 4. space-time is homogeneous. so e = O. For s = 2 or 3. the nature of the 2- (or 3-) surfaces of 
transitivity is denoted by: S(spacelike), N(null). or T(timelike); e.g., Sa = spacelike 2-surface oftransilivity. The table is complete except for q = O. s = 2 and q = O. 
s = 3. The solutions admitting multiply transitive groups containing no simply transitive subgroups are Types IIa! and IIbi(s = 2, q = l)wilh K > 0, and Kantowksj­
Sachs models Ubi (s = 3. q == 1) with K > O. If A = 0, then: a", 0 =00- 9 '" 0 or w '" 0 (see Ehlers. Refs. S, 6); there are no solutions for 8 = 4; and Case Ilblv 
cannot occur. When A = O. then (for any r) q = 0 => either (i) aw '" 0, (Ii) a9 '" 0, W = O. or (iii) a = 9 = O. w '" O. 

equations (integrability conditions for the new 
variables) have to be introduced. The tetrad methods 
used here differ from tetrad methods used in much 
recent work (e.g., Ref. 19) in two related aspects: (i) 
we use an orthonormal rather than a pseudo-ortho­
normal or null tetrad; and (ii) the Weyl tensor com­
ponents and associated integrability conditions (the 
Bianchi identities) are not explicitly introduced. 

The choice of an orthonormal tetrad is suggested 
by the existence of a preferred timelike congruence 
(the flow lines) and spacelike congruence (the vorticity 
lines) in space-time. Use of a null tetrad is certainly 
appropriate for investigation of empty space-times, 
in which the Weyl tensor propagates along null 
geodesics; in a dust-filled space-time, either the null 
or timelike structure might be dominant. In this paper, 
the timelike congruence is regarded as the principal 
feature; the Bianchi identities are not introduced, 
equivalent integrability conditions being obtained 
when needed by use of the vector commutators. No 
difficulty arises in finding the Weyl tensor components 
from the Yl!c when desired. This procedure contrasts 

with several interesting papers39 in which the Bianchi 
identities are used to relate properties of dust to 
properties of theWeyI tensor. 
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APPENDIX 

With the coordinates and tetrad of Theorem 3.1, ui = e~, Wi = e~, and 

eo = ojoxO, 
el = e~(ojoxI), 

e2 = e~(ojoxI) + e:(ojox2), 

ea = ye:(ojoxO) + e~(ojoxI) + e:(%xl
) + e:(%xa), 

where e! = e!(xi), y = y(x2
, x3), and at each point e~e~e: ¥- o. 

The metric tensor components gij are then 

goo = -1, gOI = g02 = 0, gos = y(x2, x8
), 

1 -e~ 
gIl = ( 1)2' gI2 = ( 1)2 2 ' el el e2 

1 [ 1 e~e:J 
gI3 = ( 1)2 a -ea + -2 ' el ea e2 

1 [ (e~)2J 
gIl = (e:l 1 + (eDI ' 

1 [-e: e~e~ (e~)8e=J g -- --+----
23 - e:e: e: (eDI (e~)le~' 

__ 1_[1 (e:)2 (e:e~ _ ~)2J _y2. 
gas - (e:)2 + (e:)2 + e~e~ e~ 

The coefficients Y:c [defined by (2.21)] are 

(AI) 

(A2) 

e~ 2 
- - Y03 = -20'13 

e~ 

o 2 a oy" 2 
Y2a = e2ea-2 = - W, 

ox 
2 - e~e:~(IO ~D Yia - 2 0 I g 3 ' e2 X e 

I a 1 e~ [I a ( e~e:) 2 0 ( e~eD: Ya2 = yeaYo2 + 1 ea;-J: log 12 + ea -0 2 log 23 
el uX eae2 x e2e 

The Jacobi identities and field equations are 

+ a 0 (I e~) + e~ 2 J eM a (I e~) ea- og- - YI3 - -- og- . 
oxa e~ e~ e~ ox2 e: 

(1~3)OIW = W(Y~2 + Y~a), (0~3)oOW = -w(0a + 0 a), 

(A3) 
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( 1)~1 ~1 ~1 20 1(2+S) 11131 123 ullY31 - UaY21 - UIYS2 = W" 1 - Ya2 Yli' Y13 - Ya2Y21 + Y2SYSl, 

( 2)~2 ~2 ~2_ 2(3+1) a2+12 123 USY12 - UIYS2 - u2Y13 - -Y13 Y2S Y21 - Y13YS2 Y31Y12 , 

( 3)~ 3 ~ a 1 S + 2 S 123 u1Y23 - U2Y13 = -Y21Y18 Y12Y2S, 

(0~2)2010'12 - 020 1 - OOY~l = 02Y~1 + 20'12Y~2' 

(0~3) -2010'13 + 030 1 + OOY~1 = -03Y~1 - 20'31Y~3 - 20'\!3Y~1 - 20'12Y~3t 

(0;2)°2 0 3 + 00Y=3 = -02y:s - 20'12Y~S' 

(0;3) 20110'23 - os02 - 00Y:2 = 0 aY:2 + 20'S3Y:3 + 20'31Y~1I - 20'12Y~a, 

(0;1)010 3 + 00Y~3 = -01Y~3' (0;1)010 11 + 00Y~2 = -01Y~2' 

(0~3)2020'31 - 2030'12 - OOY~2 = -20'12(Y:2 - Y~I) - 20'31(Y~1 - Y~3) + Y~2(02 + 0 3 - 0 1), 

(0;1)2010'23 + 00Y~3 = 20'23(Y~a - Y~2) - yM03 + 0 1 - O2). 

(The remaining three Jacobi identities are identically satisfied.) 

(00) -A + tP = -00.01 - 000 2 - 000 3 - (01)2 - (02)2 - (03)2 - 2(0'12)2 - 2(0'23)2 - 2(0'31)2 + 2w2, 

(01) 0 = -°1(02 + 0 3) + 020'12 + oSO'13 + Y~2(02 - 0 1) + Y~S(03 - 0 1) - WY~2 
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+ 0'23Y:3 - 0'1lY:3 + 2Y~1) - 0'1S(Y:2 + 2Y~1)' 

(02) 0 = -oaw - O2(03 + 0 1) + oS0'23 + 010'21 + Y:s(03 - O2) + Y~1(01 - O2) + WY~l 

- 0'31Y~2 - 0'23(Y~1 + 2Y:2) - 0'21(Y~S + 2Y~2)' 
(03) 0 = o2W - 03(01 + O2) + olO'Sl + 020'32 + Y~1(01 - 0 3) + Y:II(02 - 0 3) - WY~l 

+ 0'12(Y~2 - Y~3) - 0'31(Y~1l + 2Y~3) - 0'32(Y~1 + 2Y:a), 

(11) A + tP = 000 1 + 01Y~2 + olY~S + 02Y~1 + oSY~l + 0 1(01 + O2 + 0 s) 

- (Y~2)2 - (Y~3)! - 2(0'31)2 - 2(0'12)2 + t(Y~2)2 - !(Y~3)! - Y~l(Y~l + Y:2) - YMY~l + Y:3), 

(22) A + tP = 000 2 + 02Y:S + 02Y~1 + oSY:2 + olY~! + 0101 + 01l + 0 3) 

- (Y:S)2 - (Y~1)2 + 2(0'12)2 - 2(0'23)2 + 2w2 + !(Y~3)2 - !(Y~2)2 - Y~2(Y~2 + y~s) - Y:2(Y:2 + Y~l)' 

(33) A + !p = 000s + oSY~l + o3Y:\! + o1Y~3 + o2Y:S + 0 3(01 + O2 + 0 3) 

- (Y~I)2 - (Y:2)2 + 2(0'23 - W)2 + 2(0'31)2 - t(Y~2 - Y:S)2 - Y:s(Y:s + yi1) - Y~8(Y~3 + Y:2), 

(12) 0 = 000'12 + o2Y~3 + t03(Y~2 - Y~3) + 0'12(03 + 201) - 20'130'23 - Y~lY~2 + Y:2Y~3 + Y:3(Y~2 - y~s), 

(23) 0 = 000'23 + o3Y~1 + !Ol(Y~S + Y~2) + 0'2s(01 + 20\!) + w(01 - O2 + 0 3) + 20'120'31 

- Y:2Y~3 - Y:3Y~1l + Y~I(Y:3 - Y~l)' 
(31) 0 = oOO'SI + olY:! + to\!(Y~3 - Y~II) + 0'81(02 + 201) + Y~I(Y~2 - Y~3) + Y~2(Y~1 - Y:\!)· 

The density conservation equation is 



                                                                                                                                    

1194 G. F. R. ELLIS 

The tetrad freedom of a rotation (3.7) obeying (3.12) transforms the y:. as follows: 

(Y~I)' = Y~I' (yga)' = y~a, (Y~3)' = y~3' 
(y~z)' = y~z + (Y~3 - y~z) sin2 

() + y~a sin () cos (), 

(Y~3)' = y~3 + (Y~z - y~3) sin2 
() - y~3 sin () cos (), 

(Y~3)' = y~3(COS2 () - sin2 
()) + 2(Y~a - y~z) sin () cos (J, 

(Y~2)' = y~2 cos () + y~s sin (J, 

(Y~3)' = -y~z sin () + y~3 cos (), 

(Y~I)' = Y~1 cos () + Y~1 sin (), 

(Y~I)' = -Y~1 sin () + Y~1 cos (), 

(Y~2)' = Y~2 + (Y~3 - Y~2) sin2 
() + Y~3 sin () cos (J, 

(Y~3)' = Y~3 + (Y~2 - Y~3) sin2 () - Y~a sin () cos(), 

(Y~3)' = Y~S(COS2 () - sin2 () + 2(Y~3 - Y~z) sin () cos (), 

(Y:2)' = (02() + Y:z) cos () - (-oa() + Y~3) sin (), 

(Y~3)' = (oz() + Y:2) sin () + (-os() + Y~3) cos (). 

(AS) 

Simultaneously with this rotation, a coordinate transformation (3.9), obeying (3.15), is performed; then 

II , 2 ox2' ( 2 ox2' 3 OX2') . 
(ez) = e2 -2 cos () + ea -2 + ea -3 sm (), 

ax ax ax 
(A6) 

2 , Z OX2' . ( 2 OX2' 3 OX2') 
(ea) = -e2 -2 sm () + es -2 + e3 -3 cos (), 

ax ax ax 

8 , 2 Oxs' . ( 2 OX3' 3 OX3') (ea) = -e2 -z sm (J + ea -z + ea -3 cos (). 
ax ax ax 

Bothy' = (oflox2)/(iJx3'/ox2) andy' = [y + (oflox3)]/(oX3'/OX3) hold, if well defined. 
In locally rotationally symmetric dust-filled spaces, the Killing vector Z = ZiO/OXi of the metric (4.22) 

obeys Eqs. (4.40) with the tetrad (4.17). General solutions are 

ZO = cBo - ~~: (I f2(X2)Y(X2) dx2) , 

ZI = CB1 ~~~:(Ip(X2)h(X2) dx2) , 

Z2 = A cos (ex !x~ + B2 sin (ex!X3), 

Z3- B _ dZ2 1_1_ df(X2) 
- 3 , dX3 exf(X2) dX2 

(A7) 

where ex = IKI if K:;I= 0, and ex = 1 if K = 0; B i , A are constants;!(x2), y(x2) and h(x2) are given in (4.21b). 
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